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1 Introduction

1. Hamiltonian of system+environment

H(t) = HS(t) +HSE +HE (1)

where time-dependence is considered only in HS(t).

2. The density matrix (DM) of total system
For pure state

ρ = |Ψ〉〈Ψ| and ρ(t)2 = I

For mixed state
ρ =

∑
α

p2
α|α〉〈α|

Time-evolution of DM:

ρ(t) = U(t, 0)ρ(0)U †(t) (2)
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where

U(t, 0) =
←−
T e−i

∫ t
0
dτH(τ), U † =

−→
T e+i

∫ t
0
dτH(τ)

where the time-ordered product of A(t1), B(t2), C(t3) for t1 < t2 < t3 is defined
as
←−
T (ABC) = C(t3)B(t2)A(t1) and

−→
T (ABC · · ·) = A(t1)B(t2)C(t3). One has the

time-evolution equation for DM

dtρ = −i[H, ρ] (3)

where h̄ = 1 is used for simplicity.

3. The time-average
For single operator A(t),

〈A(t)〉 = Trρ(t)A(t) (4)

Write a time-evolution superoperator: V(t, 0)(·) = U(t, 0)(·)U †(t, 0).

ρ(t) = V(t, 0)ρ(0)

The correlation functions at different times:

〈A(t3)B(t2)C(t1)〉 = TrA(t3)V(t3, t2)B(t2)V(t2, t1)C(t1)ρ(t1) (5)

A simplest two-time correlation function:

〈A(t)B(0)〉 = TrA(t)U(t, 0)B(0)ρ(0)U †(t, 0) (6)

4. Von-Neumann entropy:
S = −Trρ ln ρ (7)

Time-invariance of von-Neumann entropy:

S = −Tr[ρ(t) ln ρ(t)] = −Tr[ρ(0) ln ρ(0)], (8)

which can be shown by using ln ρ = ln(I + (ρ − I)) = (ρ − I) − (1/2)(ρ − I)2 +
(1/3)(ρ− I)3 − · · · and ρ(t) = U(t, 0)ρ(0)U †(t, 0).
For pure state, S = 0, which can be shown by using ρ2 = 1. The von-Neumann
entropy of the total system is time-invariant.

5. Reduced DM
ρS = TrEρ, ρE = TrSρ (9)

For large reservoir, it is assumed

ρE =
e−βHE

ZE
(10)

The system von-Neumann entropy SS = −TrρS ln ρS is not time-invariant. Is it
involved in thermodynamic second law? dtSS + βQ ≥ 0?.
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6. Open classical system: a colloidal particle immersed in a liquid reservoir

H = HS(x,p, t) +HSE(x, {Xi}) +HE({Xi,Pi})

where i = 1, . . . , N for N →∞.

HSE =
N∑
i=1

Vi(|x−Xi|) (11)

Energy relations by interpreting heat as energy transfer or work done by interaction
force:

dtHE = −
∑
i

∂XiVi · Ẋi︸ ︷︷ ︸
Q̇E heat absorption rate into bath

=
∑
i

∂xVi ·Xi

dtHS = ∂tH︸︷︷︸
Ẇ

−
∑
i

∂xVi · ẋ︸ ︷︷ ︸
Q̇S heat dissipation rate out of system

(12)

Note QE 6= QS !
First law for system and reservoir:

dtHE = Q̇E (13)

dtHS = ∂tH − (dt
∑
i

Vi−
∑
i

∂XiVi · Ẋi)︸ ︷︷ ︸
dtHE

= ∂tHS − dt(HE +HSE)

= Ẇ − Q̇S (14)

which gives
dt(HS +HE +HSE) = Ẇ (= ∂tHs) (15)

7. Fluctuation theorem (FT) for work for closed quantum system provided that
ρ(0) = Z−1

0 e−β(HS(0)+HE+HSE) = Z−1
0 e−βH(0)

〈e−β(W−∆F )〉 = 1 (Jarzynski identity or integral FT (IFT)) (16)

PF (W )

PR(−W )
= eβ(W−∆F ) (detailed FT (DFT)) (17)

The work can be found from two-time projection measurement:
Using H(t)|α(t) = Eα(t)|α(t)〉 and H(0)|γ(0) = Eγ(0)|γ(0)〉,

〈W 〉 = Tr[H(t)ρ(t)−H(0)ρ(0)]

= Tr[H(t)|α(t)〉〈α(t)|V(t, 0)ρ(0)− V(t, 0)H(0)|γ(0)〉〈γ(0)|ρ(0)]
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=
∑
α(t)

Eα(t)〈α(t)| V(t, 0)ρ(0)︸ ︷︷ ︸
U(t,0)ρ(0)U†(t,0)

|α(t)〉

−
∑

α(t),γ(0)

Eγ(0)〈α(t)| V(t, 0)|γ(0)〉〈γ(0)|ρ(0)︸ ︷︷ ︸
U(t,0)|γ(0)〉〈γ(0)|ρ(0)U†(t,0)

|α(t)〉

=
∑

α(t),γ(0)

(Eα(t)− Eγ(0)) |〈α(t)|U(t, 0)|γ(0)〉|2 e
−βEγ(0)

Z0︸ ︷︷ ︸
P [α(t), γ(0)]︸ ︷︷ ︸

transition prob

(18)

In a similar way, one can find the generating function for work as

GF (λ) = 〈e−λβW 〉 = Tre−λβH(t)V(t, 0)eλβH(0)ρ(0)

=
∑

α(t),γ(0)

e−λβ(Eα(t)−Eγ(0))P [α(t), γ(0)] (19)

from which one find the moments of work

∂n

∂(−λβ)n
GF (λ)

∣∣∣∣
λ→0

= 〈Wn〉 (20)

and the probability distribution

PF (W ) =

∫
βdλ

2πi
GF (λ)eλβW . (21)

The quantum Jarzynski identity (integral fluctuation theorem) can be derived for
a special case with λ = β:

〈e−βW 〉 = Tr

e−β(HS(t)+HE+HSE)U(t, 0) eβ(HS(0)+HE+HSE)ρ(0)︸ ︷︷ ︸
Z−1
0

U †(t, 0)


= Tr

[
U †(t, 0)Z−1

t e−β(HS(t)+HE+HSE)U(t, 0)
]

︸ ︷︷ ︸
1

Zt
Z0

=
Zt
Z0
' e−∆βFS(t). (22)

In the derivation, usual assumption of product state:

ρ(0) =
e−βHS(0)

ZS(0)
⊗ e−βHE

ZE

is not used. It is more reasonable to assume that the total system is initially in
equilibrium rather than the product state, as may be in real experiments.
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DFT for work can be derived from the property of GF (1− λ):

GF (1− λ) = Tre(λ−1)βH(t)U(t, 0)e−(λ−1)βH(0)ρ(0)U †(t, 0)

=
Zt
Z0

Tre−λH(0)U †(t, 0)eλβH(t) e
−βH(t)

Zt
U(t, 0)

=
Zt
Z0
GR(λ) (23)

where GR(λ) is the generating function for work in the time-reversed process. Then
the DFT can be found

PF (W ) =

∫
βdλ

2πi
GF (1− λ)e(1−λ)βW

=
Zt
Z0
eβWPR(−W ) = eβ(W−∆F )PR(−W ) (24)

8. Second law for entropy production under the assumption of initial product state:

ρ(0) = ρS(0)⊗ e−βHE

ZE

Entropy production: Σ̂ ≡ ∆(− ln ρS(t) + βHE)

Σ = 〈Σ̂〉 = Tr[(− ln ρ(t) + βHE)ρ(t)]− Tr[(− ln ρ(0) + βHE)ρ(0)] ≥ 0 (25)

which is composed of the von-Neumann entropy change of the open system and
the heat absorption by the reservoir.

IFT for entropy production:

〈e−Σ̂〉 = Treln ρS(t)−βHEU(t, 0) e− ln ρS(0)+βHE ρS(0)Z−1
E e−βHE︸ ︷︷ ︸
ρ(0)︸ ︷︷ ︸

Z−1
E

U †(t, 0)

= TrU †(t, 0)ρS(t)Z−1
E e−βHEU(t, 0) = 1 (26)

which gives Σ ≥ 0. Note that Σ̇ is not necessarily positive! Non-monotonous
(oscillatory) behavior of Σ in time can be observed. From a recent work of Esposito
et al ( NJP 12, 013013 (2010))

Σ = D[ρ(t)||ρS(t)⊗ ρeqE ] ≥ 0, ρeqE = e−βHE/ZE (27)

where D[ρ1||ρ2] = Trρ1(ln ρ1− ln ρ2) is the relative entropy that is always positive.
Σ is measure for distance from the product state.
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2 Quantum master equation: the Lindblad (LB) equation

The theoretical results from the perspective of total closed system seem to be plausible,
but are useful for applying to experiments or theoretical calculations because it is not
tractable to deal with infinite-size reservoir except finite-size numerical calculations. A
proper approach is to use the quantum master equation (ME) for ρS .

Consider a special form of Hamiltonian that can be applicable to quantum optical
systems

HS =
∑
ε(t)

ε(t)Π(ε(t)) +
∑
α

hα(t)Sα, HSE =
∑
α

SαRα (28)

where Π(ε) = |ε〉〈ε| is the projection operator. Sα = S†α are hermitian operators for
system and Rα = R†α for bath. Only the system Hamiltonian HS depends on time such
that ε(t) and external field hα(t) may depend on time t.

For simple examples as follow. One can consider a two-level system (qubit):

HS =
ν(t)

2
σz + Ω cos(ωdt)σx (29)

where σx,y,z are Pauli matrices. An harmonic oscillator is another example:

HS = ω(t)a†a+ h(t)(a+ a†) (30)

where a and a† are annihilation and creation operators and the second term describes
the dipole interaction with an external field.

2.1 Interaction picture

It is convenient to use the interaction picture.

ρ̃(t) = U †0(t, 0)ρ(t)U0(t, 0)

where

U0(t, 0) =
←−
T exp

[
−i
∫ t

0
dτHS(τ)

]
e−iHEt, U †0(t, 0) =

−→
T exp

[
i

∫ t

0
dτHS(τ)

]
eiHEt

Time evolution:

dtρ̃ = iH0ρ̃− iρ̃H0 − iU †0HUρ0U
†U0 + iU †0Uρ0U

†HU0

= −i[H̃SE , ρ̃] (31)

where
H̃SE = U †0HSEU0

Therefore

dtρ̃ = −i[H̃SE(t), ρ̃(0)]−
∫ t

0
dτ
[
H̃SE(t),

[
H̃SE(τ), ρ̃(τ)

]]
(32)
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The reduced DM for system ρ̃S(t) = TrE ρ̃(t):

dtρ̃S(t) = −i TrE [H̃SE(t), ρS(0)⊗ ρeqE ]︸ ︷︷ ︸
assumed to zero: TrER = 0

−
∫ t

0
dτTrE [H̃SE(t), [H̃SE(τ), ρ̃(τ)]] (33)

Assuming the correlation time τE of bath is much smaller than the time scale τS of the
system, the correlation functions of bath operators decays very fast as t− τ � τE . One
can then replace ρ̃(τ) ≈ ρ̃(t) and extend the lower integral limit to −∞
Further Born-Markov approximation is used for τ ∼ t, giving dominant integration:

ρ̃(τ) ≈ ρ̃S(t)⊗ ρeqE (34)

Then we have the master equation:

dtρ̃S(t) = −
∫ t

−∞
dτTrE [H̃SE(t), [H̃SE(τ), ρ̃S(t)⊗ ρeqE ]] (35)

2.2 Eigenoperators

We define eigenoperators:

Sα(ω) =
∑

ε′−ε=ω
Π(ω)SαΠ(ω′). (36)

Note S†α(ω) = Sα(−ω). We separate HS into H0
S =

∑
ε εΠ(ε) and Hext

S =
∑
α hαSα.

Then, we find
[H0

S , Sα(ω)] = −ωSα(ω), [H0
S , S

†
α(ω)] = +ωS†α(ω) (37)

For time-independent case, the eigenoperators in the interaction picture are given as

eiH
0
StSα(ω)e−iH

0
St = e−iωtSα(ω) (38)

eiH
0
StS†α(ω)e−iH

0
St = e+iωtS†α(ω) (39)

However, this simple relations cannot be used for time-dependent case.
Note

Sα =
∑
ω

Sα(ω) =
∑
ω

S†α(ω). (40)

Finally, we find

[HS , Sα(ω)] = −ωSα(ω) + hα(t) , [HS , S
†
α(ω)] = ωS†α(ω) + hα(t) (41)
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2.3 Lindblad equation

First, note
HSE =

∑
ω,α

Sα(ω)Rα =
∑
ω,α

S†α(ω)Rα (42)

The master equation (35) is rewritten as

dtρ̃S(t) =

∫ t

−∞
dτTrE{H̃SE(τ)ρ̃S(t)ρeqE H̃SE(t)− H̃SE(t)H̃SE(τ)ρ̃S(t)ρeqE }+ h.c. (43)

We can write

H̃SE(τ) =
∑
α,ω

S̃α(τ, ω)R̃α(τ) (44)

H̃SE(t) =
∑
β,ω′

S̃†α(τ, ω′)R̃β(t) (45)

where in the interaction picture

S̃α(τ, ω) =
−→
T ei

∫ τ
0
dt′HS(t′)Sα(ω)

←−
T e−i

∫ τ
0
dt′HS(t′) (46)

S̃†β(t, ω′) =
−→
T ei

∫ t
0
dt′HS(t′)S†β(ω′)

←−
T e−i

∫ τ
0
dt′HS(t′) (47)

(48)

and
R̃α(τ) = eiHEτRαe

iHEτ . (49)

Using the correlation function for reservoir:

Γαβ(t− τ) = TrER̃α(τ)R̃β(t)ρeqE (50)

we can find

dtρ̃S(t) =
∑
ω,ω′

∑
α,β

∫ t

−∞
dτΓαβ(t− τ)

×
[
S̃α(τ, ω)ρ̃S(t)S̃†β(t, ω′)− S̃†β(t, ω′)S̃α(τ, ω)ρ̃S(t)

]
+ h.c. (51)

Assuming that the integral is only dominant near τ = t, we can write

S̃α(τ, ω) ' −→
T ei

∫ t
0
dt′HS(t′)e−i(t−τ)HS(t)Sα(ω)ei(t−τ)HS(t)←−T ei

∫ t
0
dt′HS(t′)

' −→
T ei

∫ t
0
dt′HS(t′) {Sα(ω)− i(t− τ)[HS(t), Sα(ω)]}←−T ei

∫ t
0
dt′HS(t′)

' −→
T ei

∫ t
0
dt′HS(t′) {Sα(ω)(1− iω(t− τ))− i(t− τ)hα(t)}←−T ei

∫ t
0
dt′HS(t′)

' e−iω(t−τ)S̃α(t, ω)− ihα(t)(t− τ) (52)

Then we have

dtρ̃S(t) =
∑
ω,ω′

∑
α,β

Γαβ(ω)
[
S̃α(t, ω)ρ̃S(t)S̃†β(t, ω′)− S̃†β(t, ω′)S̃α(t, ω)ρ̃S(t)

]
+ h.c. (53)
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where hα(t)-dependent terms are exactly cancelled and the one-sided Fourier transform
is introduced as

Γαβ(ω) =

∫ t

−∞
dτe−iω(t−τ)Γαβ(t− τ) =

∫ ∞
0

dse−iωsΓαβ(s) (54)

Now, the master equation becomes local in time. For time-independent case, equa-
tion (39) gives

S̃†β(t, ω′)S̃α(t, ω) = e−i(ω−ω
′)tS†β(ω′)Sα(t, ω). (55)

If the relaxation time τR is much smaller than system time-scale∼ (ω−ω′)−1, e−i(ω−ω)t is
fast oscillating for considerable elapse of time t� τR. Therefore, one neglect the terms
with ω 6= ω′ in the summation. This is called the rotating wave approximation (RWA).
We expect that the RWA also holds for the time-dependent cases if the modulation of
energy level ε(t) or effective field h(t) is much slow over τR. Using the RWA, we get

dtρ̃S(t) =
∑
ω

∑
α,β

Γαβ(ω)
[
S̃α(t, ω)ρ̃S(t)S̃†β(t, ω)− S̃†β(t, ω)S̃α(t, ω)ρ̃S(t)

]
+ h.c. (56)

Note that the form of the master equation for time-dependent case in the interaction
picture remains the same as for time-independent case. It is interesting that the time-
dependence of external field is not explicit while the time-dependence of level spacing
ω = ω(t) between transitions is explicitly shown.

It is convenient to write

Γ(ω) =
1

2
γ(ω) + i∆(ω) (57)

Using Γ = (Γ + Γ∗)/2 + (Γ− Γ∗)/2 Then, the master equation leads to

dtρ̃S(t) =
∑
ω

∑
α,β

γαβ(ω)

[
S̃α(t, ω)ρ̃S(t)S̃†β(t, ω)− 1

2
{S̃†β(t, ω)S̃α(t, ω), ρ̃S(t)}

]
−i
∑
ω

∑
α,β

∆αβ(ω)[S̃†β(t, ω)S̃α(t, ω), ρ̃S(t)] (58)

The first line is the desired form of the Lindblad equation and the second line describes
the unitary evolution due to the renormalized Hamiltonian, called the Lamb shift Hamil-
tonian, given as

HLS =
∑
ω

∑
α,β

∆αβ(ω)S̃†β(t, ω)S̃α(t, ω) (59)

2.4 Schroedinger picture

Writing U0(t, 0) = US0 (t, 0)UE0 (t, 0)

ρ̃S = TrEU
E†
0 (t, 0)US†0 (t, 0) ρ(t)︸︷︷︸

Sch picture

US0 (t, 0)UE0 (t, 0)

= US†0 (t, 0) [TrEρ(t)]︸ ︷︷ ︸
ρS(t,u)

US0 (t, 0) (60)
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dtρ̃S = US†0 (t, 0)iHS(t)ρS(t)US0 (t, 0)− US†0 (t, 0)ρS(t)iHS(t)US0 (t, 0)

+US†0 (t, 0)ρ̇S(t)US0 (t, 0)

= US†0 (t, 0) [i[HS(t), ρS(t)] + dtρS(t)]US0 (t, 0) (61)

The system DM in Schroedinger picture:

dtρS(t) = −i[HS(t), ρS(t)] + US0 (t, 0) ˙̃ρ(t, u)US†0 (t, 0)

= −i[HS(t), ρS(t)] (62)

−
∫ t

−∞
dτTrEU

S
0 (t, 0)[H̃SE(t), [H̃SE(τ), ρ̃S(t)⊗ ρeqE ]]US†0 (t, 0)

Therefore, we have

dtρS(t) = L(ρS) = −i[HS +HLS , ρS(t)] +D(ρS) (63)

where

D(ρS) =
∑
ω>0

∑
α,β

[
γαβ(ω)

(
Sα(ω)ρS(t)S†β(ω)− 1

2
{S†β(ω)Sα(ω), ρS(t)}

)

+γαβ(−ω)

(
S†α(ω)ρS(t)Sβ(ω)− 1

2
{Sβ(ω)S†α(ω), ρS(t)}

)]
(64)

L is the total Linblad superoperator and D is called the dissipator.

2.5 Equilibrium

For time-independent cases, we expect that the system reaches equilibrium with DM

ρS ∝ e−βHS (65)

First note that [HS , S
†
α(ω)Sβ(ω)] = 0 by using (37) and [HS + HLS , e

−βHS ] = 0. From
the relation (39), we get

eβHsSα(ω)e−βHS = e−βωSα(ω) , eβHsS†α(ω)e−βHS = e+βωS†α(ω). (66)

Therefore, we can show
D(e−βHS ) = 0 (67)

if the following condition is met:

γ(−ω) = e−βωγ(ω). (68)

In fact this condition is the property of equilibrium bath.
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3 Perspective from the Lindblad equation

Let us drop the subscript S denoting open system for simplicity. We can simply write
the Lindblad (LB) equation:

dtρ = L(ρ) = −i[H, ρ] +D(ρ) (69)

The formal solution is given as

ρ(t) = V(t, 0)ρ(0) =
←−
T e
∫ t
0
dτLρ(0) (70)

1. First law
Energy E of the system can be found from E = TrρH. Then, we can get the first
law of thermodynamics:

dtE = TrρḢ + TrHdtρ

= TrρḢ︸ ︷︷ ︸
Ẇ

+ TrHL(ρ)︸ ︷︷ ︸
−Q̇

(71)

where Ẇ is work production rate and Q̇ heat production rate dissipated into the
reservoir.

2. Fluctuation theorem for work
Classically, work W performed over period t is equal to

∫ t
0 dτḢ(τ). The fluctuation

theorem (FT) 〈e−βW 〉 = 1 can be proven to hold if initial distribution is Boltz-
mann for Hamiltonian H(0). Then FT leads to 〈W 〉 ≥ 0, which can be shown by
using the inequality 〈e−x〉 ≥ 1 − 〈x〉. Quantum mechanically, the corresponding
exponentiated work can be written as the multi-time correlation function:

〈e−βW 〉 = 〈e−βḢ(t)dt · e−βḢ(t−dt)dt · · · e−βḢ(dt)dt〉
= Tre−βḢ(t)dtV(t, t− dt)e−βḢ(t−dt)dtV(t− dt, t− 2dt) · · ·
· · · e−βḢ(dt)dtV(dt, 0)ρss(0) (72)

The initial DM ρss(0) is Boltzmann for H(0) as needed for FT. For the first time
slice,

e−βḢ(dt)dtV(dt, 0)ρss(0) = e−βḢ(dt)dt e
−βH(0)

Z0

=
e−βH(dt)

Z0
=
Z1

Z0
ρss(dt) only if [H, Ḣ] = 0 (73)

Note that the last line only true for [H, Ḣ] = 0, which repeatedly produces
(Z1/Z0)(Z2/Z1) · · · and finally leads to FT: 〈e−βW 〉 = e−β∆F . which is equal
to 1 only if [H, Ḣ] = 0. It is not generally true and the FT for work in quantum
mechanics does not hold in strict sense.
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We can define the instantaneous stationary DM as ρss(t) = Z−1(t)e−βH(t) with
the property: L(ρss) = 0. Note that it is not a solution of LB equation. Consider
time series tn = n∆t for n = 0, 1, . . . N and ∆t = t/N in N →∞ limit. Let Vn be
V(tn+1, tn) and ρnss = ρss(tn). Then, we have equality:

1 = TrVN−1ρ
N−1
ss

1

ρN−2
ss

· · · Vnρnss
1

ρn−1
ss
Vn−1ρ

n−1
ss

1

ρn−2
ss
· · ·

· · · V2ρ
2
ss

1

ρ1
ss

V1ρ
1
ss

1

ρ0
ss

V0ρ
0
ss (74)

where Vnρnss = ρnss is used. The inserted factors can be rewritten as

ρnss
1

ρn−1
ss

= ρnss[ρ
n
ss −∆t(dtρ

n
ss)]
−1

= [1−∆t(dtρ
n
ss)(ρ

n
ss)
−1]−1

= e∆t(dtρnss)(ρ
n
ss)
−1

(75)

Therefore, we obtain

1 =

〈
exp

(∫ t

0
dτ
dρss
dτ
· ρ−1

ss

)〉
. (76)

If [H, Ḣ] = 0,
dρss
dt

ρ−1
ss = β(Ḟ − Ḣ)eβ(F−H)ρ−1

ss = β(Ḟ − Ḣ) (77)

Equation (76) leads to

〈e−β
∫ t
0
dτḢ〉 = e−β∆F , (78)

which is the quantum Jarzynski equality. One may refer to equation (76) as the
FT (Jarzynski equality) for modified irreversible work rate

Ẇ irr
mod = −dρss

dt
· ρ−1

ss (79)

3. Entropy production:
Define the entropy production rate using Eq. (71) as

Σ̇ = −dtTrρ ln ρ+ βQ̇

= −TrL(ρ) ln ρ− βTrHL(ρ)

= −TrL(ρ)[ln ρ− ln ρss] (80)

where the positivity of Σ̇ will be proven below. Let define the instantaneous sta-
tionary DM as ρss = Z−1(t)e−βH(t) satisfying

L(ρss) = 0 (81)

Let us define the relative entropy or Kullback-Leibler divergence as

D(ρ||σ) = Trρ(ln ρ− lnσ)
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For any CPTP (completely positive trace conserving) quantum map V(t, 0): ρ(t) =
V(t, 0)ρ0

D(ρ(t)||σ(t)) ≤ D(ρ(0)||σ(0)) (82)

which says that the relative entropy always decrease in time-evolution. For the

Lindblad equation, V(t, 0) =
←−
T e
∫ t
0
Ldτ . Letting σ = ρss(t) and using Lρss(t) = 0,

0 < − 1

dt

[
D[V(t+ dt, t)ρ(t)||ρss(t)]−D[ρ(t)||ρss(t)

]
= − 1

dt
Tr
[
ρ(t+ dt) ln ρ(t+ dt)− ρ(t) ln ρ(t)− ρ(t+ dt)ρss(t) + ρ(t) ln ρss(t)

]
= −TrL(ρ(t))(ln ρ(t)− ln ρss(t)) = Σ̇ (83)

where used are dtρ = Lρ and

dtTrρ ln ρ = Tr[(dtρ) ln ρ+ ρρ−1dtρ] = TrL(ρ) ln ρ

There, Σ̇ is always non-negative, which is not guaranteed for the total closed system
where only ∆Σ ≥ 0 provided initial DM is of product state, ρ⊗ ρE .

Postface

This is the end of the lecture note, but not the end of the story. Further study will
be pursued in future. I hope I would sometime be able to make a complete and helpful
lecture note.
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