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Abstract – Fluctuation theorems play a central role in nonequilibrium physics and stochastic
thermodynamics. Here we derive an integral fluctuation theorem for the dissipated heat in systems
governed by an underdamped Langevin dynamics. We show that this identity may be used to
predict the occurrence of extreme events leading to exponential tails in the probability distribution
functions of the heat and related quantities.

Introduction. – The discovery of fluctuation theo-
rems (FT’s) has considerably improved our understand-
ing of nonequilibrium physics by revealing the universal
properties of the probability distribution functions (pdf’s)
for thermodynamics quantities such as heat, work, or en-
tropy measured over a time interval t (see [?] for a review
and references therein). In short, a FT states that posi-
tive fluctuations of an observable exponentially dominate
negative ones, which is experimentally observed in small
stochastic systems, e.g., a dragged Brownian particle or a
noisy electrical circuit.

Physical observables with identical expectation values
do not always obey the same FT, as was first pointed
out in [?] for an overdamped particle in a moving har-
monic trap. In this case, all fluctuations of the work W
in the nonequilibrium stationary state (NESS) satisfy the
so-called “conventional” FT in the long-time limit (i.e.,
the large deviation function satisfies the Gallavotti-Cohen
symmetry [?,?,?]), but this is not true for the dissipated
heatQ due to rare but large fluctuations in the internal en-
ergy di↵erence �U . This gives rise to exponential tails in
the pdf of Q and is signaled by the presence of singularities
in the corresponding characteristic function. Such tem-
poral “boundary” e↵ects that take place in systems with
unbounded potentials are now well-documented, both the-
oretically [?,?,?,?,?,?,?,?,?,?,?,?] and experimentally
[?,?,?].

The occurrence of extreme events in heat fluctuations,
associated with exponential tails in the pdf, is a significant

feature that may be relevant to the functioning of small
devices, for instance electrical nanocircuits [?]. However,
there is yet no general principle that states when such
tails exist. In this Letter, we take a step in this direction
by deriving an integral fluctuation theorem (IFT) for the
dissipated heat in Langevin systems that has been over-
looked in the stochastic thermodynamics literature so far.
This IFT takes a simple and universal form for an under-
damped motion and holds for any observation time and
any initial condition. A similar identity exists in the over-
damped limit, but only for linear dynamics. We show that
this IFT, by imposing a constraint on the pdf of Q, can be
used in a NESS and in the long-time limit to predict (at
least partially) the existence of exponential tails. This is
illustrated by analytical calculations for a harmonic chain
connected to reservoirs at di↵erent temperatures and for a
Brownian particle subjected to a non-Markovian feedback
control.

Integral fluctuation theorem. – We consider an
ensemble of N particles with mass m

i

(i = 1, · · · , N) in
d dimensions, each one being coupled to a heat reservoir
in equilibrium at inverse temperature �

i

= 1/T
i

(Boltz-
mann’s constant is set to unity throughout the Letter).
The dynamics is described by the set of N coupled equa-
tions

m

i

v̇
i

= F
i

([r], t)� �

i

v
i

+ ⇠
i

, (1)

where v
i

= ṙ
i

, r = (r1, r2, · · · , rN ), F
i

([r], t) is the total
force acting on particle i, �

i

its friction coe�cient, and the
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in the nonequilibrium stationary state (NESS) satisfy the
so-called “conventional” FT in the long-time limit (i.e.,
the large deviation function satisfies the Gallavotti-Cohen
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ergy di↵erence �U . This gives rise to exponential tails in
the pdf of Q and is signaled by the presence of singularities
in the corresponding characteristic function. Such tem-
poral “boundary” e↵ects that take place in systems with
unbounded potentials are now well-documented, both the-
oretically [6–17] and experimentally [18–20].

The occurrence of extreme events in heat fluctuations,
associated with exponential tails in the pdf, is a significant
feature that may be relevant to the functioning of small

devices, for instance electrical nanocircuits [21]. However,
there is yet no general principle that states when such
tails exist. In this Letter, we take a step in this direction
by deriving an integral fluctuation theorem (IFT) for the
dissipated heat in Langevin systems that has been over-
looked in the stochastic thermodynamics literature so far.
This IFT takes a simple and universal form for an under-
damped motion and holds for any observation time and
any initial condition. A similar identity exists in the over-
damped limit, but only for linear dynamics. We show that
this IFT, by imposing a constraint on the pdf of Q, can be
used in a NESS and in the long-time limit to predict (at
least partially) the existence of exponential tails. This is
illustrated by analytical calculations for a harmonic chain
connected to reservoirs at di↵erent temperatures and for a
Brownian particle subjected to a non-Markovian feedback
control.

We consider an ensemble of N particles with mass m

i

(i = 1, · · · , N) in d dimensions, each one being coupled
to a heat reservoir in equilibrium at inverse temperature
�

i

= 1/T
i

. The dynamics is described by the set of N

coupled equations
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v̇
i

= F
i

([r], t)� �

i

v
i

+ ⇠
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, (1)

where v
i

= ṙ
i

, r = (r1, r2, · · · , rN ), F
i

([r], t) is the total
force acting on particle i, �

i

its friction coe�cient, and
the ⇠
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’s are Gaussian white noises with zero mean and
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and µ, ⌫ = 1, · · · , d.
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Let X denote a trajectory of the system in phase space
that starts at the point x0 = (r,v)

t=0 and is observed
during the time interval [0, t]. The conditional probability
of X is given by

P[X|x0] /
Y

j

e

d�j
2mj

t

e

��jSj [X]

where

�

j

S
j

[X] =
1

2D
j

Z
t

0
dt

0
h
m

j

v̇
j

+ �

j

v
j

� F
j

([r], t0)
i2

is an Onsager-Machlup action functional and the exponen-

tial factors e
d�j
2mj

t

come from the Jacobian of the transfor-
mations ⇠

j

(t) ! r
j

(t)
Following [24], we define the heat dissipated into the

bath i during the time interval [0, t] by the functional

Q
i

[X] =

Z
t

0
dt

0
h
�

i

v
i

� ⇠
i

]v
i

=

Z
t

0
dt

0
h
�m

i

v̇
i

+ F
i

]v
i

where scalar products are implicit and the integral is in-
terpreted with the Stratonovich prescription. Like for an
overdamped motion, Q

i

[X] identifies with the logratio be-
tween the probability of X and that of its time-reversed
image X†, conditioned on their initial points [23]. Such
local detailed balance equation is at the core of all FT’s
based on time-reversal. The elementary observation that
motivates the present Letter is that Q

i

[X] can be also ex-
pressed as a logratio of path probabilities without referring
to time reversal. Instead, one considers an auxiliary dy-
namics in which the friction coe�cient �

i

for particle i

is changed into ��

i

while keeping the di↵usion coe�cient
D

i

fixed. The conditional probability of a trajectory X is
then expressed as

P̂[X|x0] / e

� d�i
2mi

t

e

��iŜi[X]
Y

j 6=i

e

d�j
2mj

t

e

��jSj [X]

where �

i

Ŝ
i

[X] = �

i

S
i

[X]
�i!��i and the exponential fac-

tor e

� d�i
2mi

t comes from the Jacobian associated with the
Langevin equation for particle i. (From now on, the hat
symbol will refer to this auxiliary dynamics.) Comparing
with Eq. (??) immediately leads to the relation

P[X|x0]

P̂[X|x0]
= e

d�i
mi

t

e

�iQi

which in turn implies the integral fluctuation theorem
(IFT)

he��iQii0 =

Z
DX e

��iQi[X]P[X|x0] = e

d�i
mi

t (2)

where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
tity is the main result of this Letter.

It is clear that changing the sign of several �

i

’s
together leads to other remarkable identities such as

he�(�iQi+�jQj)i0 = e

d(
�i
mi

+
�j
mj

)t
, etc... Note also that the

argument can be easily generalized to cases where a parti-
cle is in contact with several baths and/or several particles
are in contact with the same bath.

From Jensen’s inequality, the IFT implies that
�

i

hQ
i

i0 � �d(�
i

/m

i

)t, which is actually a trivial inequal-
ity that can be recovered by taking the average of Eq. (??)

over the noises history, hQ
i

i0 = d(�
i

/m

i

)
R
t

0 dt

0 (T (v)
i

(t0)�
T

i

), with T

(v)
i

(t0) = m

i

hv2
i

(t)i0 > 0. As usual, the IFT is
more informative since it implies that there are trajecto-
ries for which �

i

Q
i

< �d(�
i

/m

i

)t.
For an overdamped motion, the counterpart of the sign

reversal of �
i

is the sign reversal of the mobility µ

i

(which
is assumed to be isotropic for simplicity). This leads to a
simple result for linear forces only and the IFT then reads
he��Qii0 = e

µi↵it where ↵

i

=
P

d

µ=1 @Fiµ

/@r

iµ

. This
identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (3)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T

L

and T

R

. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �

i

’s and T

i

’s to zero in Eq. (1) ex-
cept �1 = �

L

, �

N

= �

R

, T1 = T

L

, T

N

= T

R

(accordingly,
the products over j in Eqs. (??) and (??) are also re-
stricted to j = 1, N). For simplicity, we take all particles
with the same mass m and focus on the one-dimensional
case but this can be extended to di↵erent masses and d

dimensions. The system of N coupled Langevin equations
reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (3)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.
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lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
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[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (2)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T

L

and T

R

. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �
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’s and T
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’s to zero in Eq. (1) ex-
cept �1 = �

L
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= T

R

(accordingly,
the products over j in Eqs. (??) and (??) are also re-
stricted to j = 1, N). For simplicity, we take all particles
with the same mass m and focus on the one-dimensional
case but this can be extended to di↵erent masses and d

dimensions. The system of N coupled Langevin equations
reads:
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where u
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is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q
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Let P
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(A) = h�(A[X]� A)i denote the pdf of the fluc-
tuating quantity A, e.g., the heat Q, where the average is
over all possible trajectories with an initial state drawn
from a distribution p(x0) (later taken as p
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). In the
long-time limit, this pdf satisfies a large deviation prin-
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(which
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identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (2)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
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and T
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case but this can be extended to di↵erent masses and d

dimensions. The system of N coupled Langevin equations
reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (3)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
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([r], t) indicates that
the force at time t may depend on the previous positions
of the particles, for instance at a time t � ⌧ where ⌧ is a
delay.
Let X denote a trajectory of the system in phase space

that starts at the point x0 = (r,v)
t=0 and is observed dur-

ing the time interval [0, t]. (For ease of notation, we derive
the IFT for a Markovian evolution, but it is straightfor-
wardly generalized to the non-Markovian case with delay.)
The conditional probability of X is given by

P[X|x0] /
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is an Onsager-Machlup action functional [22] and the ex-

ponential factors e
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2mj

t

come from the Jacobian of the
transformations ⇠

j

(t) ! r
j

(t) [23]. Singling out these
factors is crucial for the forthcoming argument. We re-
call that there is no need to specify the convention for
the stochastic calculus as long as m

i

6= 0 for all Brownian
particles.

Following [24], we define the heat dissipated into the
bath i during the time interval [0, t] by the functional
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where scalar products are implicit and the integral is in-
terpreted with the Stratonovich prescription. Like for an
overdamped motion, Q

i

[X] identifies with the logratio be-
tween the probability of X and that of its time-reversed
image X†, conditioned on their initial points [23]. Such
local detailed balance equation is at the core of all FT’s
based on time-reversal. The elementary observation that
motivates the present Letter is that Q

i

[X] can be also ex-
pressed as a logratio of path probabilities without referring
to time reversal. Instead, one considers an auxiliary dy-
namics in which the friction coe�cient �

i

for particle i

is changed into ��
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while keeping the di↵usion coe�cient
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fixed. The conditional probability of a trajectory X is
then expressed as
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which in turn implies the integral fluctuation theorem
(IFT)
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where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
tity is the main result of this Letter.

It is clear that changing the sign of several �

i

’s
together leads to other remarkable identities such as

he�(�iQi+�jQj)i0 = e

d(
�i
mi

+
�j
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, etc... Note also that the

argument can be easily generalized to cases where a parti-
cle is in contact with several baths and/or several particles
are in contact with the same bath.

From Jensen’s inequality, the IFT implies that
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)t, which is actually a trivial inequal-
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), with T
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(t)i0 > 0. As usual, the IFT is
more informative since it implies that there are trajecto-
ries for which �
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)t.

For an overdamped motion, the counterpart of the sign
reversal of �

i

is the sign reversal of the mobility µ

i

(which
is assumed to be isotropic for simplicity). This leads to a
simple result for linear forces only and the IFT then reads
he��Qii0 = e

µi↵it where ↵
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=
P
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µ=1 @Fiµ

/@r
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. This
identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (7)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T

L

and T

R

. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �

i

’s and T

i

’s to zero in Eq. (1) ex-
cept �1 = �

L

, �

N

= �

R

, T1 = T
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, T
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= T

R

(accordingly,
the products over j in Eqs. (2) and (5) are also restricted
to j = 1, N). For simplicity, we take all particles with the
same mass m and focus on the one-dimensional case but
this can be extended to di↵erent masses and d dimensions.
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terpreted with the Stratonovich prescription. Like for an
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tween the probability of X and that of its time-reversed
image X†, conditioned on their initial points [23]. Such
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to time reversal. Instead, one considers an auxiliary dy-
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where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
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so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (7)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.
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ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T
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and T
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. This is a sim-
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’s to zero in Eq. (1) ex-
cept �1 = �

L

, �

N

= �

R

, T1 = T

L

, T

N

= T

R

(accordingly,
the products over j in Eqs. (2) and (5) are also restricted
to j = 1, N). For simplicity, we take all particles with the
same mass m and focus on the one-dimensional case but
this can be extended to di↵erent masses and d dimensions.

p-2

IFT:

Overdamped dynamics (simple result only for linear  forces)

M. L. Rosinberg, G. Tarjus, and T. Munakata

ances h⇠
iµ

(t)⇠
j⌫

(t0)i = 2D
i

�

µ⌫

�

ij

�(t � t

0) with D

i

= �

i

T

i

and µ, ⌫ = 1, · · · , d. The notation F
i

([r], t) indicates that
the force at time t may depend on the previous positions
of the particles, for instance at a time t � ⌧ where ⌧ is a
delay.
Let X denote a trajectory of the system in phase space

that starts at the point x0 = (r,v)
t=0 and is observed dur-

ing the time interval [0, t]. (For ease of notation, we derive
the IFT for a Markovian evolution, but it is straightfor-
wardly generalized to the non-Markovian case with delay.)
The conditional probability of X is given by

P[X|x0] /
Y

j

e

d�j
2mj

t

e

��jSj [X]
, (2)

where

�

j

S
j

[X] =
1

2D
j

Z
t

0
dt

0
h
m

j

v̇
j

+ �

j

v
j

� F
j

([r], t0)
i2

(3)

is an Onsager-Machlup action functional [22] and the ex-

ponential factors e

d�j
2mj

t

come from the Jacobian of the
transformations ⇠

j

(t) ! r
j

(t) [23]. Singling out these
factors is crucial for the forthcoming argument. We re-
call that there is no need to specify the convention for
the stochastic calculus as long as m

i

6= 0 for all Brownian
particles.

Following [24], we define the heat dissipated into the
bath i during the time interval [0, t] by the functional

Q
i

[X] =

Z
t

0
dt

0
h
�

i

v
i

� ⇠
i

]v
i

=

Z
t

0
dt

0
h
�m

i

v̇
i

+ F
i

]v
i

(4)

where scalar products are implicit and the integral is in-
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where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
tity is the main result of this Letter.

It is clear that changing the sign of several �

i

’s
together leads to other remarkable identities such as

he�(�iQi+�jQj)i0 = e

d(
�i
mi

+
�j
mj

)t
, etc... Note also that the
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For an overdamped motion, the counterpart of the sign
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is assumed to be isotropic for simplicity). This leads to a
simple result for linear forces only and the IFT then reads
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. This
identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (7)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T

L

and T

R

. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �

i

’s and T
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’s to zero in Eq. (1) ex-
cept �1 = �
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(accordingly,
the products over j in Eqs. (2) and (5) are also restricted
to j = 1, N). For simplicity, we take all particles with the
same mass m and focus on the one-dimensional case but
this can be extended to di↵erent masses and d dimensions.
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where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
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For an overdamped motion, the counterpart of the sign

reversal of �
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(which
is assumed to be isotropic for simplicity). This leads to a
simple result for linear forces only and the IFT then reads
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. This
identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (2)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T
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and T

R

. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �
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’s to zero in Eq. (1) ex-
cept �1 = �
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(accordingly,
the products over j in Eqs. (??) and (??) are also re-
stricted to j = 1, N). For simplicity, we take all particles
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dimensions. The system of N coupled Langevin equations
reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (3)

where u
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is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
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where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
tity is the main result of this Letter.
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For an overdamped motion, the counterpart of the sign
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(which
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so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT [Eq. (2)] has interesting
consequences for the pdf’s of the stochastic heat and re-
lated quantities. We assume that the system has reached
a NESS and focus on the long-time limit. To avoid an
overly formal discussion, we consider two specific cases,
first a Markovian dynamics and then a non-Markovian
one with delay.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T
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and T
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. This is a sim-
ple model for heat conduction in which fluctuations can
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the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P
A

(A) = h�(A[X]� A)i denote the pdf of the fluc-
tuating quantity A, e.g., the heat Q, where the average is
over all possible trajectories with an initial state drawn
from a distribution p(x0) (later taken as p

st

). In the
long-time limit, this pdf satisfies a large deviation prin-
ciple [30], P

A

(A = at) ⇠ e

�IA(a)t+o(t), where I

A

(a) is
the large-deviation function (LDF). Similarly, the char-
acteristic (or moment generating) function Z

A

(�, t) ⌘
he��A[X]i

st

=
R1
�1 dAe

��A

P

A

(A) behaves asymptotically

as Z
A

(�, t) ⇠ e

µA(�)t where µ

A

(�) is the scaled cumulant

p-2

Take the ratio of the two path probabilities 

Integrate over all paths:

Jensen’s inequality

(can be checked for all linear overdamped models in the literature)

, etc....
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where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
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[18, 25], although it was unnoticed [26].

We now show that the IFT has interesting consequences
for the pdf’s of the stochastic heat and related quantities.
We assume that the system has reached a NESS and focus
on the long-time limit.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T
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and T
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. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �
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’s to zero in Eq. (1) ex-
cept �1 = �
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(accordingly,
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= 1, T
R

= 1.2 [µ(�) is
defined in an interval (��,�+) with diverging slopes at the
boundaries]. Each curve corresponds to a di↵erent value
of the spring constant: k = 5 (red), 1 (blue), 0.1 (green
dashed). For k � k

c

= 0.6, one has µ(�
L

) = �

L

/m

Two cases may happen as illustrated in Fig. 1 where we
plot µ(�) for N = 3. First, the hat dynamics “converges”,
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i.e., the system reaches a steady state independent of ini-
tial conditions (a necessary condition is that �

R

> �

L

,
but the coupling k must also be larger than a critical
value k

c

). Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane. From Eq. (5), one can readily show by using con-
tour integration and simple algebraic manipulations [31]
that µ(�

L

) = �

L

/m, in agreement with the IFT. Hence,
g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1. The LDF
for Q is thus simply given by the Legendre transform of
µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is the right
boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
of �̂(!) are not the Fourier transform of causal response
functions and det �̂(!) has also poles in the upper half
complex plane. Then, µ(�

L

) < �

L

/m as can be seen in
Fig. 1. (In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��
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) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (6)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-

p-3

vendredi 27 novembre 15



Heat fluctuations for underdamped Langevin dynamics

Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ e

µA(�)t ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

If µ(�) satisfies the symmetry µ(�) = µ(a��), the LDF
I(a), defined from the Legendre transform of µ(�), has the
“Gallavotti-Cohen” symmetry I(�a)�I(a) = ca (where c
is some constant), and P

A

(A) then obeys the “standard”
stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

Pole in the prefactor g
Q

(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare (but non-negligible) events that give

rise to exponential tails in the pdf of Q. The “Gallavotti-
Cohen symmetry” of the LDF (cf. van Zon-Cohen 2003)
is then violated and the FT has not the “standard” form.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
µ(�) for N = 3 and di↵erent values of the spring con-

stant k (�
L

= 0.2, �
R

= 1, T
L

= 1, T
R

= 1.2).
Each curve corresponds to a di↵erent value of the spring

constant k.
For k < k

c

= 0.6, µ(�
L

) < �

L

/m !
Two cases may happen:

1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
given by formulas similar to Eq. (??), but with µ(�)
replaced by µ(�̃[�

L

� �

R

]) [31]. From the expression of
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Heat fluctuations for underdamped Langevin dynamics

Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ e

µA(�)t ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

If µ(�) satisfies the symmetry µ(�) = µ(a��), the LDF
I(a), defined from the Legendre transform of µ(�), has the
“Gallavotti-Cohen” symmetry I(�a)�I(a) = ca (where c
is some constant), and P

A

(A) then obeys the “standard”
stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

Pole in the prefactor g
Q

(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
large deviation function comes from the pole (i.e. it is not
the Legendre transform of µ(�)).

The “Gallavotti-Cohen symmetry” of the LDF (cf. van
Zon-Cohen 2003) is then violated and the FT has not the
“standard” form. This is due to rare (but non-negligible)
events that give rise to exponential tails in the pdf of Q.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
µ(�) for N = 3 and di↵erent values of the spring con-

stant k (�
L

= 0.2, �
R

= 1, T
L

= 1, T
R

= 1.2).
Each curve corresponds to a di↵erent value of the spring

constant k.
For k < k

c

= 0.6, µ(�
L

) < �

L

/m !

Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �
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) = µ(� 6= �
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); on the
other hand, in spite of the symmetry µ(�) = µ(�
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, with µ
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) =
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/m.) As a result,

Z
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, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
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)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
given by formulas similar to Eq. (??), but with µ(�)
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Let P
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(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p
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As t ! 1, P

A
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and Z
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(a) is the LDF and µ
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(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
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and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes
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(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

If µ(�) satisfies the symmetry µ(�) = µ(a��), the LDF
I(a), defined from the Legendre transform of µ(�), has the
“Gallavotti-Cohen” symmetry I(�a)�I(a) = ca (where c
is some constant), and P
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(A) then obeys the “standard”
stationary-state FT
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(5)

Pole in the prefactor g
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(�) for � = 1/T
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(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
large deviation function comes from the pole (i.e. it is not
the Legendre transform of µ(�)).

The “Gallavotti-Cohen symmetry” of the LDF (cf. van
Zon-Cohen 2003) is then violated and the FT has not the
“standard” form. This is due to rare (but non-negligible)
events that give rise to exponential tails in the pdf of Q.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �
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, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].
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m t implies that µ
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) =
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) is
also equal to �
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/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
µ(�) for N = 3 and di↵erent values of the spring con-

stant k (�
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= 0.2, �
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= 1, T
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= 1, T
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= 1.2).
Each curve corresponds to a di↵erent value of the spring

constant k.
For k < k
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= 0.6, µ(�
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) < �
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/m !

Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
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) = µ
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Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
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) = µ
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/m, in agreement with the IFT.
Hence, g
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) ⌘ lim
t!1 Z
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, t) exp[�µ(�
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)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�
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) < �
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/m as can be seen
in the figure.
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, with
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q for
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) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g
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(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
given by formulas similar to Eq. (??), but with µ(�)
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FIG. 1: (Color on line) Stability diagram of the feedback-
controlled oscillator for Q0 = 34.2. The oscillator becomes
unstable inside the shaded regions. The acausal response
function e�(s) has all its poles located in the r.h.s. of the
complex s-plane inside the regions delimited by the dashed
red lines and two poles in the l.h.s. outside these regions.

will reveal a remarkable connection with the dynamical
behavior of the acausal Langevin equation (18).

Noise realizations

-6

-4

-2

0

2

W
, Q

, Σ

Noise realizations

-8

-6

-4

-2

0

2

4
τ=7.6 τ=8.4

FIG. 2: (Color on line) Stochastic fluctuations of W[X,Y]
(solid black line), Q[X,Y] (dotted blue line), and ⌃[X,Y]
(dashed red line) for Q0 = 34.2 g/Q0 = 0.25, ⌧ = 7.6 (left
panel) and ⌧ = 8.4 (right panel). The figure shows the re-
sults obtained with a trajectory of duration t = 100 and 75
independent noise realizations. Lines are only a guide for the
eyes.

To start with, we show in Fig. 2 an example of the
sample-to-sample fluctuations of W, Q, and ⌃ in the
second stability lobe for t = 100 (a qualitatively simi-
lar behavior is observed in the first lobe). The Langevin
equation is solved by using Heun’s method[91] with a
time-step �t = 5.10�4.

As expected, the fluctuations of the three observables
are strongly correlated. However, despite the long du-
ration of the observed trajectory, the boundary terms
(which are non-extensive in time) are still not negligible.
The most striking feature is that they contribute di↵er-
ently to the observables depending on the value of ⌧ : for
⌧ = 7.6, the quantity that exhibits the largest fluctua-
tions is ⌃, whereas it is Q for ⌧ = 8.4. Note that the sys-
tem operates in the feedback cooling regime in both cases
(T

x

/T ⇡ 0.42, T
v

/T ⇡ 0.36, �Ẇ
ext

⌘ ��Ẇ ⇡ 0.019 for
⌧ = 7.6, and T

x

/T ⇡ 0.72, T
v

/T ⇡ 0.84, �Ẇ
ext

⇡ 0.005
for ⌧ = 8.4).
To get a more quantitative picture, the corresponding

probability distributions are shown in Figs. 3 and 4.
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FIG. 3: (Color on line) Probability distribution functions
P

W

(W = wt), P
Q

(Q = qt), and P⌃(⌃ = �t) for Q0 = 34.2,
g/Q0 = 0.25 and ⌧ = 7.6. The duration of the trajectory is
t = 100. Points represent numerical data obtained by solv-
ing the Langevin equation (45) for 2.106 realizations of the
noise: W (black circles), Q (blue stars), and ⌃ (red squares).
The solid black line is the theoretical curve e�I

W

(w)t obtained
from Eq. (66), and the dashed black line is the semi-empirical
large-deviation form given by Eq. (69). The dashed red lines
on the l.h.s. for � / �0.048 is the theoretical curve e

�I⌃(�)t

obtained from Eq. (72).

These figures clearly confirm the remarkable feature
suggested by Fig. 2: P⌃(⌃ = �t) for ⌧ = 7.6 and
P
Q

(Q = qt) for ⌧ = 8.4 di↵ers markedly from P
W

(w =
wt). Of course, these results must be taken with a grain
of salt since it is notoriously di�cult to grasp the stochas-
tic fluctuations in the long-time limit. However, as will
be discussed later, the picture emerging from Figs. 3
and 4 is consistent with the exact analytical analysis
performed in Appendix A in the small-⌧ limit. There-
fore, we may reasonably assume that it represents the ac-
tual asymptotic behavior of the probability distributions,
which will be rationalized in subsection B (including the
di↵erences with the leading large-deviation behavior de-
fined by e�I

W

(w)t)
The corresponding estimates of the generating func-

Exponential tail
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Heat flow in chains driven by thermal noise

Figure 1. We depict a harmonic chain in contact with heat reservoirs at
temperatures T1 and TN . The chain is attached to walls or substrates at the
ends. The total heat transmitted to the n = 1 and n = N particles are denoted
Q1 and QN , respectively. The spring constant is denoted κ.

The heat Q(t) is fluctuating and the issue is to determine its probability distribution
P (Q, t) = 〈δ(Q−Q(t))〉; here 〈· · ·〉 denotes an average with respect to ξ1 and ξN . In terms
of the characteristic function 〈exp(λQ(t))〉 we have by a Laplace transform [55]

P (Q, t) =

∫ i∞

−i∞

dλ

2πi
e−λQ〈eλQ(t)〉. (2.12)

The chain attached to the substrate at the ends and driven by heat reservoirs is depicted
in figure 1.

3. Analysis

The heat reservoirs drive the chain into a stationary state. Since the heat is transported
ballistically the only damping mechanism is associated with the heat reservoirs and the
only time scale is given by 1/Γ. Consequently, at long times compared with 1/Γ we can
neglect the initial preparation of the chain and analyze the problems in terms of Fourier
transforms. Thus, introducing the Fourier transform

un(t) =

∫
dω

2π
e−iωtun(ω), (3.1)

the equations of motion (2.2)–(2.5) and noise correlations (2.6) and (2.7) take the form

N∑

m=1

G−1
nm(ω)um(ω) = δn1ξ1(ω) + δnNξN(ω), (3.2)

〈ξ1(ω)ξ1(ω
′)〉 = 2π∆1δ(ω + ω′), (3.3)

〈ξN(ω)ξN(ω′)〉 = 2π∆Nδ(ω + ω′). (3.4)

Here the inverse Green’s function G−1
nm(ω) is a symmetrical tridiagonal matrix with

elements

G−1
11 (ω) = G−1

NN(ω) = Ω, (3.5)

G−1
nn(ω) = Ω̃, n = 2, . . . , N − 1, (3.6)

G−1
nn+1(ω) = G−1

nn−1(ω) = −κ, (3.7)
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TT

FIG. 1. (Color online) A schematic picture of the harmonic
network connected to reservoirs. Positional degrees of freedom is
labeled by i = 1, . . . ,N . The points at ! = i ∈ L and r = i ∈ R are
attached to the left and right reservoirs.

which NL are connected to a bath at temperature TL and NR

are connected to a bath at temperature TR (see Fig. 1). As an
example, for a three-dimensional cubic crystal consisting of
N3

c atoms with vector displacements, and with two opposite
faces coupled to heat baths, we would have N = 3N3

c and
NL = NR = 3N2

c . We denote the positional degrees and
their corresponding velocities by the column vectors X =
(x1,x2, . . . ,xN )T and V = (v1,v2, . . . ,vN )T , respectively. We
consider the following general harmonic Hamiltonian for the
system:

H = 1
2
V T MV + 1

2
XT KX, (1)

where M = diag{m1,m2, . . . ,mN } denotes the mass matrix
and K the force matrix for the system. We model the heat
baths by white-noise Langevin equations with each variable
coupled to a bath having an independent Langevin dynamics.
Let L(R) refer to the set of NL(NR) points connected to the
left (right) bath. For discriminating these points from the
bulk points, we use indices ! = i ∈ L and r = i ∈ R. We
define the N -component noise vectors η = η(L) + η(R) such
that η! = η

(L)
! and ηr = η(R)

r are nonzero. Also we define the
diagonal matrices γ = γ (L) + γ (R) such that γ !! = γ

(L)
!! ≡ γ!

and γ rr = γ (R)
rr ≡ γr are nonzero. The equations of motion for

the system are then given by

Ẋ = V,

MV̇ = −KX − γV + η

= −KX − γ (L)V + η(L) − γ (R)V + η(R). (2)

The noise terms are assumed to be Gaussian white noise
with zero mean and correlations given by 〈η!(t)η!′(t ′)〉 =
2γ!TL δ!,!′δ(t − t ′), 〈ηr (t)ηr ′(t ′)〉 = 2γrTR δr,r ′δ(t − t ′), and
〈η!(t)ηr (t ′)〉 = 0, where we have set the Boltzmann constant
to the value one. The initial state at t = 0 is chosen from the
steady-state distribution, and we measure the heat Q flowing

from the left reservoir into the system between the times t = 0
to t = τ . We thus have

Q =
∑

!

∫ τ

0
dtv!(−γ!v! + η!). (3)

A solution of the linear equations Eq. (2) can be obtained by
introducing the following discrete Fourier transforms and their
inverses:

{X(t),V (t),η(t)} =
∞∑

n=−∞
{X̃(ωn),Ṽ (ωn),η̃(ωn)}e−iωnt ,

{X̃(ωn),Ṽ (ωn),η̃(ωn)} = 1
τ

∫ τ

0
{X(t),V (t),η(t)}eiωnt ,

where ωn = 2πn/τ . Plugging these into Eq. (2), we get

Ṽ (ωn) = −iωnG+(ωn)[η̃(L)(ωn) + η̃(R)(ωn)]

+ 1
τ

G+(ωn)[K(X + iωn M(V ], (4)

G+(ωn) =
[
− Mω2

n + K − "(L)(ωn) − "(R)(ωn)
]−1

, (5)

where "(L,R)(ω) = iωγ (L,R), (X = X(τ ) − X(0), and (V =
V (τ ) − V (0). The matrix G+ is the Green’s function con-
necting bulk variables with reservoir properties. The noise
correlations in the Fourier space are given by

〈η̃!(ωn)η̃!′(ωn′)〉 = 2δ!,!′δn,−n′γ!TL /τ,

〈η̃r (ωn)η̃r ′(ωn′)〉 = 2δr,r ′δn,−n′γrTR /τ.
(6)

Since the noise strength η̃(ωn) ∼ O(1/τ 1/2) and (X,(V ∼
O(1) we see that the second term in Eq. (4) is
∼ 1/τ 1/2 order smaller than the first and so can be
dropped. It can in fact be shown that it contributes order
1/τ corrections to the CGF [23]. We note that Ṽ ∗(ωn) =
Ṽ (−ωn),η̃∗(ωn) = η̃(−ωn). The heat transferred Q [Eq. (3)]
can be expressed in terms of the Fourier modes with n !
0 as Q =

∑∞
n=0

∑
![−2γ!ṽ!(ωn)ṽ∗

! (ωn) + η̃!(ωn)ṽ∗
! (ωn) +

ṽ!(ωn)η̃∗
! (ωn)]. We define G−(ω) = G+(−ω) = [G+(ω)]∗

and #(L,R)(ω) = Im["(L,R)(ω)] = ωγ (L,R). On using the
solution (4) without the second term, i.e., Ṽ (ωn) =
−iωn G+(ωn) [η̃(L)(ωn) + η̃(R)(ωn)], we get the expression of
Q as

Q = τ

∞∑

n=0

(−2ωn)[η̃!′(ωn)G+
!′! + η̃r (ωn)G+

r!]#(L)
!!

× [G−
!!′′ η̃

∗
!′′(ωn) + G−

!r ′ η̃
∗
r ′(ωn)] − iωn

× [η̃!′(ωn)(G+
!′! − G−

!′!) + η̃r (ωn)(G+
r! − G−

r!)]η̃∗
! (ωn)

= τ

∞∑

n=0

[η̃L(ωn),η̃R(ωn)]A
(

η̃∗
L(ωn)

η̃∗
R(ωn)

)
, (7)

where η̃L (η̃R) denotes an NL (NR) component column vector
of noise belonging to ! ∈ L (r ∈ R) sites, while the NL + NR

dimensional Hermitian matrix A is given by

A =
(

2ωn[G+#(R)G−]LL iωn[G−]LR − 2ωn[G+#(L)G−]LR

−iωn[G+]RL − 2ωn[G+#(L)G−]RL −2ωn[G+#(L)G−]RR

)
. (8)
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Statistical properties of the energy exchanged between two heat baths coupled by thermal fluctuations

Figure 1. (a) Diagram of the circuit. The resistances R
1

and R
2

are kept
at temperatures T

1

and T
2

= 296 K respectively. They are coupled via the
capacitance C. The capacitances C

1

and C
2

schematize the capacitance of the
cables and of the amplifier inputs. The voltages V

1

and V
2

are amplified by the
two low-noise amplifiers A

1

and A
2

[26]. (b) The circuit in (a) is equivalent to
two Brownian particles (m

1

and m
2

) moving inside two di↵erent heat baths at
T

1

and T
2

. The two particles are trapped by two elastic potentials of sti↵ness K
1

and K
2

and coupled by a spring of sti↵ness K (see text and equations (1) and
(2)).

we develop the theoretical analysis on the fluctuations of the di↵erent forms of energy
flowing across the system, and discuss the corresponding fluctuation theorems. In
section 4 we discuss the data analysis and the main experimental results on fluctuation
theorems. Furthermore, we show experimental data confirming the validity of an entropy
conservation law holding at any time. Finally we conclude in section 5.

2. Experimental set-up and stochastic variables

Our experimental set-up is sketched in figure 1(a). It consists of two resistances R
1

and
R

2

, which are kept at di↵erent temperatures T
1

and T
2

respectively. These temperatures
are controlled by thermal baths, with T

2

kept fixed at 296 K whereas T
1

can be set at a
value between 296 K and 88 K using the stratified vapor above a liquid nitrogen bath.
In the figure, the two resistances have been drawn with their associated thermal noise
generators ⌘

1

and ⌘
2

, whose power spectral densities are given by the Nyquist formula
|⌘̃m|2 = 4k

B

RmTm, with m = 1, 2 (see equations (1) and (2)). The coupling capacitance
C controls the electrical power exchanged between the resistances and as a consequence
the energy exchanged between the two baths. No other coupling exists between the two
resistances, which are inside two separated screened boxes. The quantities C

1

and C
2

are
the capacitances of the circuits and the cables. Two extremely low noise amplifiers A

1

and
A

2

[26] measure the voltages V
1

and V
2

across the resistances R
1

and R
2

respectively. All
the relevant quantities considered in this paper can be derived by the measurements of V

1

and V
2

, as discussed below.

2.1. Stochastic equations for the voltages

We now proceed to derive the equations for the dynamical variables V
1

and V
2

.
Furthermore, we will discuss how our system can be mapped onto a system with two
interacting Brownian particles, in the overdamped regime, coupled to two di↵erent
temperatures, see figure 1(b). Let qm (m = 1, 2) be the charges that have flowed through
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We consider an ensemble of N particles with mass m

i

(i = 1, · · · , N) in d dimensions, each one being coupled
to a heat reservoir in equilibrium at inverse temperature
�

i

= 1/T
i

. The dynamics is described by the set of N

coupled equations

m

i

v̇
i

= F
i

([r], t)� �

i

v
i

+ ⇠
i

, (2)

where v
i

= ṙ
i

, r = (r1, r2, · · · , rN ), F
i

([r], t) is the total
force acting on particle i, �

i

its friction coe�cient, and
the ⇠

i

’s are Gaussian white noises with zero mean and
variances h⇠

iµ

(t)⇠
j⌫

(t0)i = 2D
i

�

µ⌫

�

ij

�(t � t

0) with D

i

=
�

i

T

i

and µ, ⌫ = 1, · · · , d.
Let X denote a trajectory of the system in phase space

that starts at the point x0 = (r,v)
t=0 and is observed

during the time interval [0, t]. The conditional probability
of X is given by

P[X|x0] /
Y

j

e

d�j
2mj

t

e

��jSj [X]

where

�

j

S
j

[X] =
1

2D
j

Z
t

0
dt

0
h
m

j

v̇
j

+ �

j

v
j

� F
j

([r], t0)
i2

is an Onsager-Machlup action functional and the exponen-

tial factors e
d�j
2mj

t

come from the Jacobian of the transfor-
mations ⇠

j

(t) ! r
j

(t)
The heat dissipated into the bath i during the time in-

terval [0, t] is defined by the functional

Q
i

[X] =

Z
t

0
dt

0
h
�

i

v
i

� ⇠
i

]v
i

=

Z
t

0
dt

0
h
�m

i

v̇
i

+ F
i

]v
i

Q
i

[X] identifies with the logratio between the probabil-
ity of X and that of its time-reversed image X†, condi-
tioned on their initial points.

Key observation : Q
i

[X] can be expressed as a logratio
of path probabilities without referring to time reversal.

Change �

i

for particle i into ��

i

but keep the di↵usion
coe�cient D

i

fixed. Then

P̂[X|x0] / e

� d�i
2mi

t

e

��iŜi[X]
Y

j 6=i

e

d�j
2mj

t

e

��jSj [X]

where �

i

Ŝ
i

[X] = �

i

S
i

[X]
�i!��i and e

� d�i
2mi

t comes from
the Jacobian associated with the equation for particle i.

P[X|x0]

P̂[X|x0]
= e

d�i
mi

t

e

�iQi

which in turn implies the integral fluctuation theorem
(IFT)

he��LQLi
st

= e

�L
m t (3)

where h...i0 denotes an average over all possible paths
X with arbitrary initial point x0. This nonequilibrium
identity is the main result of this Letter.

It is clear that changing the sign of several �

i

’s
together leads to other remarkable identities such as

he�(�iQi+�jQj)i0 = e

d(
�i
mi

+
�j
mj

)t
, etc... Note also that the

argument can be easily generalized to cases where a parti-
cle is in contact with several baths and/or several particles
are in contact with the same bath.

From Jensen’s inequality, the IFT implies that
�

i

hQ
i

i0 � �d(�
i

/m

i

)t, which is actually a trivial inequal-
ity that can be recovered by taking the average of Eq. (??)

over the noises history, hQ
i

i0 = d(�
i

/m

i

)
R
t

0 dt

0 (T (v)
i

(t0)�
T

i

), with T

(v)
i

(t0) = m

i

hv2
i

(t)i0 > 0. As usual, the IFT is
more informative since it implies that there are trajecto-
ries for which �

i

Q
i

< �d(�
i

/m

i

)t.
For an overdamped motion, the counterpart of the sign

reversal of �
i

is the sign reversal of the mobility µ

i

(which
is assumed to be isotropic for simplicity). This leads to a
simple result for linear forces only and the IFT then reads
he��Qii0 = e

µi↵it where ↵

i

=
P

d

µ=1 @Fiµ

/@r

iµ

. This
identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

The IFT has interesting consequences for the pdf’s of
the stochastic heat and related quantities. We assume that
the system has reached a NESS and focus on the long-time
limit.

Heat conduction in harmonic chains. – Our first
example is a harmonic chain connected at its two ends to
reservoirs at di↵erent temperatures T

L

and T

R

. This is
a simple model for heat conduction in which fluctuations
can be exactly computed in the long-time limit [27–29].
This amounts to setting all �

i

’s and T

i

’s to zero in Eq. (2)
except �1 = �

L

, �

N

= �

R

, T1 = T

L

, T

N

= T

R

(accordingly,
the products over j in Eqs. (??) and (??) are also re-
stricted to j = 1, N). For simplicity, we take all particles
with the same mass m and focus on the one-dimensional
case but this can be extended to di↵erent masses and d

dimensions. The system of N coupled Langevin equations
reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (4)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

p-2
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variances h⇠
iµ

(t)⇠
j⌫

(t0)i = 2D
i

�

µ⌫

�

ij

�(t � t

0) with D

i

=
�

i

T

i

and µ, ⌫ = 1, · · · , d.
Let X denote a trajectory of the system in phase space

that starts at the point x0 = (r,v)
t=0 and is observed

during the time interval [0, t]. The conditional probability
of X is given by

P[X|x0] /
Y

j

e

d�j
2mj

t

e

��jSj [X]

where

�

j

S
j

[X] =
1

2D
j

Z
t

0
dt

0
h
m

j

v̇
j

+ �

j

v
j

� F
j

([r], t0)
i2

is an Onsager-Machlup action functional and the exponen-

tial factors e
d�j
2mj

t

come from the Jacobian of the transfor-
mations ⇠

j

(t) ! r
j

(t)
The heat dissipated into the bath i during the time in-

terval [0, t] is defined by the functional

Q
i

[X] =

Z
t

0
dt

0
h
�

i

v
i

� ⇠
i

]v
i

=

Z
t

0
dt

0
h
�m

i

v̇
i

+ F
i

]v
i

Q
i

[X] identifies with the logratio between the probabil-
ity of X and that of its time-reversed image X†, condi-
tioned on their initial points.

Key observation : Q
i

[X] can be expressed as a logratio
of path probabilities without referring to time reversal.

Change �

i

for particle i into ��

i

but keep the di↵usion
coe�cient D

i

fixed. Then

P̂[X|x0] / e

� d�i
2mi

t

e

��iŜi[X]
Y

j 6=i

e

d�j
2mj

t

e

��jSj [X]

where �

i

Ŝ
i

[X] = �

i

S
i

[X]
�i!��i and e

� d�i
2mi

t comes from
the Jacobian associated with the equation for particle i.

P[X|x0]

P̂[X|x0]
= e

d�i
mi

t

e

�iQi

which in turn implies the integral fluctuation theorem
(IFT)

he��iQii0 =

Z
DX e

��iQi[X]P[X|x0] = e

d�i
mi

t (2)

where h...i0 denotes an average over all possible paths X
with arbitrary initial point x0. This nonequilibrium iden-
tity is the main result of this Letter.

It is clear that changing the sign of several �

i

’s
together leads to other remarkable identities such as

he�(�iQi+�jQj)i0 = e

d(
�i
mi

+
�j
mj

)t
, etc... Note also that the

argument can be easily generalized to cases where a parti-
cle is in contact with several baths and/or several particles
are in contact with the same bath.

From Jensen’s inequality, the IFT implies that
�

i

hQ
i

i0 � �d(�
i

/m

i

)t, which is actually a trivial inequal-
ity that can be recovered by taking the average of Eq. (??)

over the noises history, hQ
i

i0 = d(�
i

/m

i

)
R
t

0 dt

0 (T (v)
i

(t0)�
T

i

), with T

(v)
i

(t0) = m

i

hv2
i

(t)i0 > 0. As usual, the IFT is
more informative since it implies that there are trajecto-
ries for which �

i

Q
i

< �d(�
i

/m

i

)t.
For an overdamped motion, the counterpart of the sign

reversal of �
i

is the sign reversal of the mobility µ

i

(which
is assumed to be isotropic for simplicity). This leads to a
simple result for linear forces only and the IFT then reads
he��Qii0 = e

µi↵it where ↵

i

=
P

d

µ=1 @Fiµ

/@r

iµ

. This
identity is verified by all linear di↵usion systems studied
so far, both theoretically [2,7,8,14–17] and experimentally
[18, 25], although it was unnoticed [26].

We now show that the IFT has interesting consequences
for the pdf’s of the stochastic heat and related quantities.
We assume that the system has reached a NESS and focus
on the long-time limit.

Heat flow in harmonic chains. – Our first exam-
ple is a harmonic chain connected at its two ends to reser-
voirs at di↵erent temperatures T

L

and T

R

. This is a sim-
ple model for heat conduction in which fluctuations can
be exactly computed in the long-time limit [27–29]. This
amounts to setting all �

i

’s and T

i

’s to zero in Eq. (1) ex-
cept �1 = �

L

, �

N

= �

R

, T1 = T

L

, T

N

= T

R

(accordingly,
the products over j in Eqs. (??) and (??) are also re-
stricted to j = 1, N). For simplicity, we take all particles
with the same mass m and focus on the one-dimensional
case but this can be extended to di↵erent masses and d

dimensions. The system of N coupled Langevin equations
reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (3)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P
A

(A) = h�(A[X]� A)i denote the pdf of the fluc-
tuating quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.
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As t ! 1, P
A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states. Hence I

A

(a) = I(a) for generic values
of �, with I(a) = �[µ(�⇤(a))+�

⇤(a)a] and the saddle point
�

⇤ determined by µ

0(�⇤(a)) = �a.
However, if one of the prefactors [specifically g

Q

(�)] has
singularities in the region of the saddle-point integration,
I

A

and I are di↵erent.
We now show that this information can be deduced from

the IFT [Eq. (2)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
To see this, we start from the analytical expression of

µ(�) computed in Ref. [27]: µ(�) = �(1/4⇡)
R
d! ln[1 +

T (!)T
L

T

R

�(�
L

��

R

��)] where T (!) is the phonon trans-
mission function whose expression is recalled in the Sup-
plemental Material [31]. For the special value � = �

L

, it
is then easy to show that [31]

µ(�
L

) =

Z
d!

2⇡
ln

| det �̂(!)|
| det�(!)| (4)

where �(!) is the matrix formed by the response functions
of the N harmonic oscillators and �̂(!) is formally defined
by changing the sign of �

L

in �(!).
The function µ(�) for a chain of N = 3 harmonic oscil-

lators with �

L

= 0.2, �
R

= 1, T
L

= 1, T
R

= 1.2 [µ(�) is
defined in an interval (��,�+) with diverging slopes at the
boundaries]. Each curve corresponds to a di↵erent value
of the spring constant: k = 5 (red), 1 (blue), 0.1 (green
dashed). For k � k

c

= 0.6, one has µ(�
L

) = �

L

/m

Two cases may happen as illustrated in Fig. 1 where we
plot µ(�) for N = 3. First, the hat dynamics “converges”,
i.e., the system reaches a steady state independent of ini-
tial conditions (a necessary condition is that �

R

> �

L

,
but the coupling k must also be larger than a critical
value k

c

). Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
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!-plane. From Eq. (4), one can readily show by using con-
tour integration and simple algebraic manipulations [31]
that µ(�

L

) = �

L

/m, in agreement with the IFT. Hence,
g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1. The LDF
for Q is thus simply given by the Legendre transform of
µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is the right
boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
of �̂(!) are not the Fourier transform of causal response
functions and det �̂(!) has also poles in the upper half
complex plane. Then, µ(�

L

) < �

L

/m as can be seen in
Fig. 1. (In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (5)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
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The system of N coupled Langevin equations reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (8)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P
A

(A) = h�(A[X]� A)i denote the pdf of the fluc-
tuating quantity A, e.g., the heat Q, where the average is
over all possible trajectories with an initial state drawn
from a distribution p(x0) (later taken as p

st

). In the
long-time limit, this pdf satisfies a large deviation prin-
ciple [30], P

A

(A = at) ⇠ e

�IA(a)t+o(t), where I

A

(a) is
the large-deviation function (LDF). Similarly, the char-
acteristic (or moment generating) function Z

A

(�, t) ⌘
he��A[X]i

st

=
R1
�1 dAe

��A

P

A

(A) behaves asymptotically

as Z
A

(�, t) ⇠ e

µA(�)t where µ

A

(�) is the scaled cumulant
generating function, given by the largest eigenvalue of the
appropriate Fokker-Planck operator. Alternatively, one
may write

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t , (9)

where µ(�) is obtained by solving the equations of mo-
tion by Fourier transform and is thus the same function
for Q and any other quantity that di↵ers from Q by only
temporal boundary terms. On the other hand, the pre-
exponential factor depends on the observable since it arises
from an average over the initial and final states (see be-
low for a refined analysis). In consequence, I

A

(a) = I(a)
for generic values of �, with I(a) given by the Legendre
transform [30] I(a) = �[µ(�⇤(a)) + �

⇤(a)a] and the sad-
dle point �

⇤ determined by µ

0(�⇤(a)) = �a. However, if
one of the prefactors [specifically g

Q

(�)] has singularities
in the region of the saddle-point integration, I

A

and I are
di↵erent. We now show that this information can be de-
duced from the IFT [Eq. (7)], at least for � = �

L

, with
no need to investigate the analytical properties of g

Q

(�),
whose expression is quite involved [27] except for N = 1
[32].

A direct consequence of Eq. (7) is that µ
Q

(�
L

) = �

L

/m.
Therefore, one could naively think that µ(�

L

) in Eq. (9)
is also equal to �

L

/m. However, this is not always true.
To see this, we start from the analytical expression of
µ(�) computed in Ref. [27]: µ(�) = �(1/4⇡)

R
d! ln[1 +

T (!)T
L

T

R

�(�
L

��

R

��)] where T (!) is the phonon trans-
mission function whose expression is recalled in the Sup-
plemental Material [31]. For the special value � = �

L

, it

is then easy to show that [31]

µ(�
L

) =

Z
d!

2⇡
ln

| det �̂(!)|
| det�(!)| (10)

where �(!) is the matrix formed by the response functions
of the N harmonic oscillators and �̂(!) is formally defined
by changing the sign of �

L

in �(!).
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Fig. 1: (Color on line) The function µ(�) for a chain of N = 3
harmonic oscillators with �L = 0.2, �R = 1, TL = 1, TR = 1.2
[µ(�) is defined in an interval (��,�+) with diverging slopes at
the boundaries]. Each curve corresponds to a di↵erent value of
the spring constant: k = 5 (red), 1 (blue), 0.1 (green dashed).
For k � kc = 0.6, one has µ(�L) = �L/m.

Two cases may happen as illustrated in Fig. 1 where we
plot µ(�) for N = 3. First, the hat dynamics “converges”,
i.e., the system reaches a steady state independent of ini-
tial conditions (a necessary condition is that �

R

> �

L

,
but the coupling k must also be larger than a critical
value k

c

). Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex !-
plane. From Eq. (10), one can readily show by using con-
tour integration and simple algebraic manipulations [31]
that µ(�

L

) = �

L

/m, in agreement with the IFT. Hence,
g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1. The LDF
for Q is thus simply given by the Legendre transform of
µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is the right
boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
of �̂(!) are not the Fourier transform of causal response
functions and det �̂(!) has also poles in the upper half
complex plane. Then, µ(�

L

) < �

L

/m as can be seen in
Fig. 1. (In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (11)
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Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

he��QLi
st

⇠ e

µQ(�)t ⇠ g

Q

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal bound-
ary terms (e.g. by solving the equations of motion by
Fourier transform), and g

A

(� arises from an average over
the initial and final states.

Hence I

A

(a) = I(a) for generic values of �, and I(a)
is the Legendre transform of µ(�. If µ(�) satisfies the
symmetry µ(�) = µ(a � �) and the prefactor g

A

(�) is
finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P

A

(A) obeys
the standard stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

Pole in the prefactor g
Q

(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare (but non-negligible) events that give

rise to exponential tails in the pdf of Q. The “Gallavotti-
Cohen symmetry” of the LDF (cf. van Zon-Cohen 2003)
is then violated and the FT has not the “standard” form.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the

Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
given by formulas similar to Eq. (??), but with µ(�)
replaced by µ(�̃[�

L

� �

R

]) [31]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
µ(�

L

� �

R

) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
diverges, which leads to an exponential tail in the cor-
responding pdf, with I⌃m(�

m

) = ��

m

for �

m

 �h�i
st
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Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

he��QLi
st

⇠ e

µQ(�)t ⇠ g

Q

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal bound-
ary terms (e.g. by solving the equations of motion by
Fourier transform), and g

A

(� arises from an average over
the initial and final states.

Hence I

A

(a) = I(a) for generic values of �, and I(a)
is the Legendre transform of µ(�. If µ(�) satisfies the
symmetry µ(�) = µ(a � �) and the prefactor g

A

(�) is
finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P

A

(A) obeys
the standard stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

Pole in the prefactor g
Q

(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare (but non-negligible) events that give

rise to exponential tails in the pdf of Q. The “Gallavotti-
Cohen symmetry” of the LDF (cf. van Zon-Cohen 2003)
is then violated and the FT has not the “standard” form.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
µ(�) for N = 3 and di↵erent values of the spring con-

stant k (�
L

= 0.2, �
R

= 1, T
L

= 1, T
R

= 1.2).
Each curve corresponds to a di↵erent value of the spring

constant k.

For k > k

c

= 0.6, µ(�
L

) = �

L

/m.
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
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Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

he��QLi
st

⇠ e

µQ(�)t ⇠ g

Q

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal bound-
ary terms (e.g. by solving the equations of motion by
Fourier transform), and g

A

(� arises from an average over
the initial and final states.

Hence I

A

(a) = I(a) for generic values of �, and I(a)
is the Legendre transform of µ(�. If µ(�) satisfies the
symmetry µ(�) = µ(a � �) and the prefactor g

A

(�) is
finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P

A

(A) obeys
the standard stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

Pole in the prefactor g
Q

(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare (but non-negligible) events that give

rise to exponential tails in the pdf of Q. The “Gallavotti-
Cohen symmetry” of the LDF (cf. van Zon-Cohen 2003)
is then violated and the FT has not the “standard” form.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
µ(�) for N = 3 and di↵erent values of the spring con-

stant k (�
L

= 0.2, �
R

= 1, T
L

= 1, T
R

= 1.2).
Each curve corresponds to a di↵erent value of the spring

constant k.

For k < k

c

= 0.6, µ(�
L

) < �

L

/m !
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
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The system of N coupled Langevin equations reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (8)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P
A

(A) = h�(A[X]� A)i denote the pdf of the fluc-
tuating quantity A, e.g., the heat Q, where the average is
over all possible trajectories with an initial state drawn
from a distribution p(x0) (later taken as p

st

). In the
long-time limit, this pdf satisfies a large deviation prin-
ciple [30], P

A

(A = at) ⇠ e

�IA(a)t+o(t), where I

A

(a) is
the large-deviation function (LDF). Similarly, the char-
acteristic (or moment generating) function Z

A

(�, t) ⌘
he��A[X]i

st

=
R1
�1 dAe

��A

P

A

(A) behaves asymptotically

as Z
A

(�, t) ⇠ e

µA(�)t where µ

A

(�) is the scaled cumulant
generating function, given by the largest eigenvalue of the
appropriate Fokker-Planck operator. Alternatively, one
may write

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t , (9)

where µ(�) is obtained by solving the equations of mo-
tion by Fourier transform and is thus the same function
for Q and any other quantity that di↵ers from Q by only
temporal boundary terms. On the other hand, the pre-
exponential factor depends on the observable since it arises
from an average over the initial and final states (see be-
low for a refined analysis). In consequence, I

A

(a) = I(a)
for generic values of �, with I(a) given by the Legendre
transform [30] I(a) = �[µ(�⇤(a)) + �

⇤(a)a] and the sad-
dle point �

⇤ determined by µ

0(�⇤(a)) = �a. However, if
one of the prefactors [specifically g

Q

(�)] has singularities
in the region of the saddle-point integration, I

A

and I are
di↵erent. We now show that this information can be de-
duced from the IFT [Eq. (7)], at least for � = �

L

, with
no need to investigate the analytical properties of g

Q

(�),
whose expression is quite involved [27] except for N = 1
[32].

A direct consequence of Eq. (7) is that µ
Q

(�
L

) = �

L

/m.
Therefore, one could naively think that µ(�

L

) in Eq. (9)
is also equal to �

L

/m. However, this is not always true.
To see this, we start from the analytical expression of
µ(�) computed in Ref. [27]: µ(�) = �(1/4⇡)

R
d! ln[1 +

T (!)T
L

T

R

�(�
L

��

R

��)] where T (!) is the phonon trans-
mission function whose expression is recalled in the Sup-
plemental Material [31]. For the special value � = �

L

, it

is then easy to show that [31]

µ(�
L

) =

Z
d!

2⇡
ln

| det �̂(!)|
| det�(!)| (10)

where �(!) is the matrix formed by the response functions
of the N harmonic oscillators and �̂(!) is formally defined
by changing the sign of �

L

in �(!).
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Fig. 1: (Color on line) The function µ(�) for a chain of N = 3
harmonic oscillators with �L = 0.2, �R = 1, TL = 1, TR = 1.2
[µ(�) is defined in an interval (��,�+) with diverging slopes at
the boundaries]. Each curve corresponds to a di↵erent value of
the spring constant: k = 5 (red), 1 (blue), 0.1 (green dashed).
For k � kc = 0.6, one has µ(�L) = �L/m.

Two cases may happen as illustrated in Fig. 1 where we
plot µ(�) for N = 3. First, the hat dynamics “converges”,
i.e., the system reaches a steady state independent of ini-
tial conditions (a necessary condition is that �

R

> �

L

,
but the coupling k must also be larger than a critical
value k

c

). Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex !-
plane. From Eq. (10), one can readily show by using con-
tour integration and simple algebraic manipulations [31]
that µ(�

L

) = �

L

/m, in agreement with the IFT. Hence,
g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1. The LDF
for Q is thus simply given by the Legendre transform of
µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is the right
boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
of �̂(!) are not the Fourier transform of causal response
functions and det �̂(!) has also poles in the upper half
complex plane. Then, µ(�

L

) < �

L

/m as can be seen in
Fig. 1. (In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (11)
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As t ! 1, P
A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states. Hence I

A

(a) = I(a) for generic values
of �, with I(a) = �[µ(�⇤(a))+�

⇤(a)a] and the saddle point
�

⇤ determined by µ

0(�⇤(a)) = �a.
However, if one of the prefactors [specifically g

Q

(�)] has
singularities in the region of the saddle-point integration,
I

A

and I are di↵erent.
We now show that this information can be deduced from

the IFT [Eq. (2)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
To see this, we start from the analytical expression of

µ(�) computed in Ref. [27]: µ(�) = �(1/4⇡)
R
d! ln[1 +

T (!)T
L

T

R

�(�
L

��

R

��)] where T (!) is the phonon trans-
mission function whose expression is recalled in the Sup-
plemental Material [31]. For the special value � = �

L

, it
is then easy to show that [31]

µ(�
L

) =

Z
d!

2⇡
ln

| det �̂(!)|
| det�(!)| (4)

where �(!) is the matrix formed by the response functions
of the N harmonic oscillators and �̂(!) is formally defined
by changing the sign of �

L

in �(!).
The function µ(�) for a chain of N = 3 harmonic oscil-

lators with �

L

= 0.2, �
R

= 1, T
L

= 1, T
R

= 1.2 [µ(�) is
defined in an interval (��,�+) with diverging slopes at the
boundaries]. Each curve corresponds to a di↵erent value
of the spring constant: k = 5 (red), 1 (blue), 0.1 (green
dashed). For k � k

c

= 0.6, one has µ(�
L

) = �

L

/m

Two cases may happen as illustrated in Fig. 1 where we
plot µ(�) for N = 3. First, the hat dynamics “converges”,
i.e., the system reaches a steady state independent of ini-
tial conditions (a necessary condition is that �

R

> �

L

,
but the coupling k must also be larger than a critical
value k

c

). Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
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Fig. 1: .

!-plane. From Eq. (4), one can readily show by using con-
tour integration and simple algebraic manipulations [31]
that µ(�

L

) = �

L

/m, in agreement with the IFT. Hence,
g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1. The LDF
for Q is thus simply given by the Legendre transform of
µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is the right
boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
of �̂(!) are not the Fourier transform of causal response
functions and det �̂(!) has also poles in the upper half
complex plane. Then, µ(�

L

) < �

L

/m as can be seen in
Fig. 1. (In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (5)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
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Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states. Hence I

A

(a) = I(a) for generic val-
ues of �, with I(a) = �[µ(�⇤(a))+�

⇤(a)a] and the saddle
point �

⇤ determined by µ

0(�⇤(a)) = �a. If µ(�) satisfies
the symmetry µ(�) = µ(a � �) and the prefactor g

A

(�)
is finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P

A

(A) obeys
the standard stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

However, if the pre-exponential factor [specifically
g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare events that give rise to exponential

tails in the pdf of Q and break the “Gallavotti-Cohen sym-
metry” of the LDF (cf. van Zon-Cohen 2003). This leads
to an “extended ” form of the FT.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of rare events !
One can show that
Two cases may happen:
1) The auxiliary hat dynamics “converges”, i.e., the

system reaches a steady state independent of initial con-
ditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
of �̂(!) are not the Fourier transform of causal response
functions and det �̂(!) has also poles in the upper half
complex plane. Then, µ(�

L

) < �

L

/m as can be seen in
Fig. 1. (In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
given by formulas similar to Eq. (5), but with µ(�) re-
placed by µ(�̃[�

L

� �

R

]) [31]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
µ(�

L

� �

R

) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
diverges, which leads to an exponential tail in the cor-
responding pdf, with I⌃m(�

m

) = ��

m

for �

m

 �h�i
st

where h�i
st

= (�
L

� �

R

)2T
L

T

R

R
d! T (!)/(4⇡) is the av-

erage entropy production rate.

Non-Markovian feedback control. – As a second
example, we consider a non-Markovian dynamics governed
by the time-delayed Langevin equation [35,36]

mv̇

t

= �kx

t

+ k

0
x

t�⌧

� �v

t

+ ⇠

t

, (8)
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Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states. Hence I

A

(a) = I(a) for generic val-
ues of �, with I(a) = �[µ(�⇤(a))+�

⇤(a)a] and the saddle
point �

⇤ determined by µ

0(�⇤(a)) = �a. If µ(�) satisfies
the symmetry µ(�) = µ(a � �) and the prefactor g

A

(�)
is finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P

A

(A) obeys
the standard stationary-state FT

P

A

(A = at)

P

A

(A = �at)
= e

c at+o(t)

(5)

However, if the pre-exponential factor [specifically
g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare events that give rise to exponential

tails in the pdf of Q and break the “Gallavotti-Cohen sym-
metry” of the LDF (cf. van Zon-Cohen 2003). This leads
to an “extended ” form of the FT.

We now show that this information can be deduced from
the IFT [Eq. (??)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [?] except for N = 1 [?].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of rare events !
One can show that
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

(6)

µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [?].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�
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�), µ

Q

is continuous in ��

R

, with µ
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(��
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) = µ(��
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) =
µ(�

L

) 6= �

L

/m.) As a result,
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Q
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, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [?]. Note that this singularity comes from the
average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [?,?]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [?]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
given by formulas similar to Eq. (??), but with µ(�)
replaced by µ(�̃[�

L

� �

R

]) [?]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
µ(�

L

� �

R

) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
diverges, which leads to an exponential tail in the cor-
responding pdf, with I⌃m(�

m

) = ��

m

for �
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 �h�i
st

where h�i
st

= (�
L

� �

R

)2T
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R
d! T (!)/(4⇡) is the av-

erage entropy production rate.

Non-Markovian feedback control. – As a second
example, we consider a non-Markovian dynamics governed
by the time-delayed Langevin equation [?,?]
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t

= �kx
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0
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Abstract – Fluctuation theorems play a central role in nonequilibrium physics and stochastic
thermodynamics. Here we derive an integral fluctuation theorem for the dissipated heat in systems
governed by an underdamped Langevin dynamics. We show that this identity may be used to
predict the occurrence of extreme events leading to exponential tails in the probability distribution
functions of the heat and related quantities.

Summary. – The discovery of fluctuation theorems
(FT’s) has considerably improved our understanding of
nonequilibrium physics by revealing the universal prop-
erties of the probability distribution functions (pdf’s) for
thermodynamics quantities such as heat, work, or entropy
measured over a time interval t. In short, a FT states that
positive fluctuations of an observable exponentially dom-
inate negative ones, which is experimentally observed in
small stochastic systems, e.g., a dragged Brownian parti-
cle or a noisy electrical circuit. In this talk, I will derive
an integral fluctuation theorem for the dissipated heat in
systems governed by an underdamped Langevin dynam-
ics. I will show that this identity may be used to predict
the occurrence of extreme events leading to exponential
tails in the probability distribution functions of the heat
and related quantities.

If µ(�) satisfies the symmetry µ(�) = µ(a� �) and the
prefactor g

A

(�) is finite for all values of �, the LDF has
the “Gallavotti-Cohen” symmetry I(�a)� I(a) = c a and
P

A

(A) obeys the standard stationary-state FT

P

A

(A = at)
P

A

(A = �at)
= e

c at+o(t)

(1)

Physical observables with identical expectation values
do not always obey the same FT, as was first pointed
out in [2] for an overdamped particle in a moving har-
monic trap. In this case, all fluctuations of the work W
in the nonequilibrium stationary state (NESS) satisfy the

so-called “conventional” FT in the long-time limit (i.e.,
the large deviation function satisfies the Gallavotti-Cohen
symmetry [3–5]), but this is not true for the dissipated
heat Q due to rare but large fluctuations in the internal
energy di↵erence �U .

One can understand these results but focusing on the
behavior of the auxiliary “hat” dynamics (�

L

! ��

L

):
Such temporal “boundary” e↵ects that take place

in systems with unbounded potentials are now well-
documented, both theoretically [6–17] and experimentally
[18–20].

The occurrence of extreme events in heat fluctuations,
associated with exponential tails in the pdf, is a significant
feature that may be relevant to the functioning of small
devices, for instance electrical nanocircuits [21]. However,
there is yet no general principle that states when such
tails exist. In this Letter, we take a step in this direction
by deriving an integral fluctuation theorem (IFT) for the
dissipated heat in Langevin systems that has been over-
looked in the stochastic thermodynamics literature so far.
This IFT takes a simple and universal form for an under-
damped motion and holds for any observation time and
any initial condition. A similar identity exists in the over-
damped limit, but only for linear dynamics. We show that
this IFT, by imposing a constraint on the pdf of Q, can be
used in a NESS and in the long-time limit to predict (at
least partially) the existence of exponential tails. This is
illustrated by analytical calculations for a harmonic chain
connected to reservoirs at di↵erent temperatures and for a
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The system of N coupled Langevin equations reads:

mv̇1 = k(u2 � 2u1)� �

L

v1 + ⇠1

mv̇

i

= k(u
i+1 + u

i�1 � 2u
i

) , i = 2, · · · , N � 1

mv̇

N

= k(u
N�1 � 2u

N

)� �

R

v

N

+ ⇠

N

, (8)

where u

i

is the displacement about the equilibrium po-
sition and k is the spring constant. In the NESS, the
main quantity of interest is the heat exchanged between
the system and one of the reservoirs, say Q[X] ⌘ Q

L

[X] =R
t

0 dt

0 [�1v1(t0) � ⇠1(t0)]v1(t0). We may also consider
the medium entropy production ⌃

m

[X] = �

L

Q
L

[X] +
�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p
st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P
A

(A) = h�(A[X]� A)i denote the pdf of the fluc-
tuating quantity A, e.g., the heat Q, where the average is
over all possible trajectories with an initial state drawn
from a distribution p(x0) (later taken as p

st

). In the
long-time limit, this pdf satisfies a large deviation prin-
ciple [30], P

A

(A = at) ⇠ e

�IA(a)t+o(t), where I

A

(a) is
the large-deviation function (LDF). Similarly, the char-
acteristic (or moment generating) function Z

A

(�, t) ⌘
he��A[X]i

st

=
R1
�1 dAe

��A

P

A

(A) behaves asymptotically

as Z
A

(�, t) ⇠ e

µA(�)t where µ

A

(�) is the scaled cumulant
generating function, given by the largest eigenvalue of the
appropriate Fokker-Planck operator. Alternatively, one
may write

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t , (9)

where µ(�) is obtained by solving the equations of mo-
tion by Fourier transform and is thus the same function
for Q and any other quantity that di↵ers from Q by only
temporal boundary terms. On the other hand, the pre-
exponential factor depends on the observable since it arises
from an average over the initial and final states (see be-
low for a refined analysis). In consequence, I

A

(a) = I(a)
for generic values of �, with I(a) given by the Legendre
transform [30] I(a) = �[µ(�⇤(a)) + �

⇤(a)a] and the sad-
dle point �

⇤ determined by µ

0(�⇤(a)) = �a. However, if
one of the prefactors [specifically g

Q

(�)] has singularities
in the region of the saddle-point integration, I

A

and I are
di↵erent. We now show that this information can be de-
duced from the IFT [Eq. (7)], at least for � = �

L

, with
no need to investigate the analytical properties of g

Q

(�),
whose expression is quite involved [27] except for N = 1
[32].

A direct consequence of Eq. (7) is that µ
Q

(�
L

) = �

L

/m.
Therefore, one could naively think that µ(�

L

) in Eq. (9)
is also equal to �

L

/m. However, this is not always true.
To see this, we start from the analytical expression of
µ(�) computed in Ref. [27]: µ(�) = �(1/4⇡)

R
d! ln[1 +

T (!)T
L

T

R

�(�
L

��

R

��)] where T (!) is the phonon trans-
mission function whose expression is recalled in the Sup-
plemental Material [31]. For the special value � = �

L

, it

is then easy to show that [31]

µ(�
L

) =

Z
d!

2⇡
ln

| det �̂(!)|
| det�(!)| (10)

where �(!) is the matrix formed by the response functions
of the N harmonic oscillators and �̂(!) is formally defined
by changing the sign of �

L

in �(!).
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Fig. 1: (Color on line) The function µ(�) for a chain of N = 3
harmonic oscillators with �L = 0.2, �R = 1, TL = 1, TR = 1.2
[µ(�) is defined in an interval (��,�+) with diverging slopes at
the boundaries]. Each curve corresponds to a di↵erent value of
the spring constant: k = 5 (red), 1 (blue), 0.1 (green dashed).
For k � kc = 0.6, one has µ(�L) = �L/m.

Two cases may happen as illustrated in Fig. 1 where we
plot µ(�) for N = 3. First, the hat dynamics “converges”,
i.e., the system reaches a steady state independent of ini-
tial conditions (a necessary condition is that �

R

> �

L

,
but the coupling k must also be larger than a critical
value k

c

). Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex !-
plane. From Eq. (10), one can readily show by using con-
tour integration and simple algebraic manipulations [31]
that µ(�

L

) = �

L

/m, in agreement with the IFT. Hence,
g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1. The LDF
for Q is thus simply given by the Legendre transform of
µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is the right
boundary of the domain of definition of µ(�) [30].

When the hat dynamics does not converge, the elements
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Let P
A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t ! 1, P
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�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
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µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states. Hence I
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(a) = I(a) for generic val-
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is finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P
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(A) obeys
the standard stationary-state FT
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c at+o(t)

(5)

However, if the pre-exponential factor [specifically
g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare events that give rise to exponential

tails in the pdf of Q and break the “Gallavotti-Cohen sym-
metry” of the LDF (cf. van Zon-Cohen 2003). This leads
to an “extended ” form of the FT.

We now show that this information can be deduced from
the IFT [Eq. (??)], at least for � = �
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, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [?] except for N = 1 [?].
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m t implies that µ
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) =
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/m. Therefore, one could naively think that µ(�
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) is
also equal to �
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/m. However, this is not always true.
Why ? Because of rare events !
One can show that
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.
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)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [?].

2) k < k
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: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ
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, with
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) but µ
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); on the
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, with µ
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/m.) As a result,
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when t ! 1, which implies that g

Q

(�) diverges at � =
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. Then, the leading contribution to the LDF comes
from the singularity in �
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and I
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(q) = �µ(�
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q for
q  �µ

0(�
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) [?]. Note that this singularity comes from the
average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [?,?]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [?]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st
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is
given by formulas similar to Eq. (??), but with µ(�)
replaced by µ(�̃[�
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]) [?]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
µ(�
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) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
diverges, which leads to an exponential tail in the cor-
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R

R
d! T (!)/(4⇡) is the av-
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Non-Markovian feedback control. – As a second
example, we consider a non-Markovian dynamics governed
by the time-delayed Langevin equation [?,?]

mv̇

t

= �kx
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+ k

0
x
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� �v

t

+ ⇠

t

, (8)
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Let P
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integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p
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As t ! 1, P
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and Z

A
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µA(�)t

I
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(a) is the LDF and µ
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(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

Hence I

A

(a) = I(a) for generic values of �, and I(a)
is the Legendre transform of µ(�. If µ(�) satisfies the
symmetry µ(�) = µ(a � �) and the prefactor g

A

(�) is
finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P

A

(A) obeys
the standard stationary-state FT

P

A

(A = at)
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(A = �at)
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c at+o(t)

(5)

Pole in the prefactor g
Q

(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare (but non-negligible) events that give

rise to exponential tails in the pdf of Q. The “Gallavotti-
Cohen symmetry” of the LDF (cf. van Zon-Cohen 2003)
is then violated and the FT has not the “standard” form.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
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= e

�L
m t implies that µ

Q
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) =
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/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions

and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
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) = µ
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(6)

Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
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) = µ
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/m, in agreement with the IFT.
Hence, g

Q

(�
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) ⌘ lim
t!1 Z
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(�
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, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ
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(�) is discontinuous in �
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, with
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) but µ
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other hand, in spite of the symmetry µ(�) = µ(�
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, with µ
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/m.) As a result,
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[�L/m�µ(�L)]t ! 1 (7)

when t ! 1, which implies that g
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(�) diverges at � =
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. Then, the leading contribution to the LDF comes
from the singularity in �
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and I
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q for
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) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �
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, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
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is
given by formulas similar to Eq. (5), but with µ(�) re-
placed by µ(�̃[�
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]) [31]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
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) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
diverges, which leads to an exponential tail in the cor-
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for �
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(a) is the LDF and µ
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the largest eigenvalue of the appropriate Fokker-Planck
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and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z
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(�, t) ⇠ g
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(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

Hence I
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(a) = I(a) for generic values of �, and I(a)
is the Legendre transform of µ(�. If µ(�) satisfies the
symmetry µ(�) = µ(a � �) and the prefactor g

A

(�) is
finite for all values of �, the LDF has the “Gallavotti-
Cohen” symmetry I(�a) � I(a) = c a and P
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(A) obeys
the standard stationary-state FT
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Pole in the prefactor g
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(�) for � = 1/T
L

(more precisely, boundary layer as t ! 1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
LDF I

A

comes from the pole (i.e. I
A

di↵ers from I).
This is due to rare (but non-negligible) events that give

rise to exponential tails in the pdf of Q. The “Gallavotti-
Cohen symmetry” of the LDF (cf. van Zon-Cohen 2003)
is then violated and the FT has not the “standard” form.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].
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m t implies that µ
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) =
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/m. Therefore, one could naively think that µ(�
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) is
also equal to �
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/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions

and det �̂(!) is analytic in the upper half of the complex
!-plane.
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Therefore we have a simple criterion for predicting
whether or not a there is an exponential tail on the left-
wing of the pdf of the heat, which makes large fluctuations
for heat more likely.

µ(�
L

) = µ
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) = �
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/m, in agreement with the IFT.
Hence, g

Q
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) ⌘ lim
t!1 Z
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, t) exp[�µ(�
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)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �
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/m as can be seen
in the figure.

(In this case, µ
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, with
µ

Q

(�
L

) 6= µ(�
L

) but µ
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when t ! 1, which implies that g
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from the singularity in �
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and I
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) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g
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(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-

mer follows the IFT derived above, he�⌃m[X]i
st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi
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is
given by formulas similar to Eq. (5), but with µ(�) re-
placed by µ(�̃[�

L

� �

R

]) [31]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
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) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
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responding pdf, with I⌃m(�
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�
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Q
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[X] and the total entropy production ⌃[X] =
⌃
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[X] + ln[p
st

(x0)/p
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(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P

A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t !1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I
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(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ e

µA(�)t ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

If µ(�) satisfies the symmetry µ(�) = µ(a��), the LDF
I(a), defined from the Legendre transform of µ(�), has the
“Gallavotti-Cohen” symmetry I(�a)�I(a) = ca (where c

is some constant), and P
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(A) then obeys the “standard”
stationary-state FT
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(5)

Pole in the prefactor g

Q

(�) for � = 1/T
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(more precisely, boundary layer as t !1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
large deviation function comes from the pole (i.e. it is not
the Legendre transform of µ(�)).

The “Gallavotti-Cohen symmetry” of the LDF (cf. van
Zon-Cohen 2003) is then violated and the FT has not the
“standard” form. This is due to rare (but non-negligible)
events that give rise to exponential tails in the pdf of Q.
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the IFT [Eq. (3)], at least for � = �

L

, with no need
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Q

(�), whose
expression is quite involved [27] except for N = 1 [32].
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Q

(�
L
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L

/m. Therefore, one could naively think that µ(�
L

) is
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L
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Each curve corresponds to a di↵erent value of the spring
constant k.
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1) k > k
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Therefore we have a simple criterion for predicting
whether or not there is an exponential tail in the left-
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µ(�
L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
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[X] and of the total entropy pro-
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tained by time reversal, he�⌃[X]i
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and �
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, which implies that this
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We cool the fundamental mechanical mode of an ultrasoft silicon cantilever from a base temperature of
2.2 K down to 2:9! 0:3 mK using active optomechanical feedback. The lowest observed mode
temperature is consistent with limits determined by the properties of the cantilever and by the
measurement noise. For high feedback gain, the driven cantilever motion is found to suppress or ‘‘squash’’
the optical interferometer intensity noise below the shot noise level.
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Feedback control of mechanical systems is a well-
established engineering discipline which finds applications
in diverse areas of physics, from the stabilization of large
cavity mirrors used in gravitational wave detectors [1] to
the control of tiny cantilevers in atomic force microscopy
[2–6]. Recently, the prospect of cooling a mechanical
resonator to its quantum ground state has spurred renewed
interest in the damping of oscillators through both active
feedback [7,8] and passive backaction effects [9–12].
Motivated by the ability to make ever smaller mechanical
devices and ever more sensitive detectors of motion, re-
searchers are pushing towards a regime in which collective
vibrational motion should be quantized [13]. In combina-
tion with conventional cryogenic techniques, the cooling of
a single mechanical mode using feedback may provide an
important step towards achieving the quantum limit in a
mechanical system. Here, we demonstrate the feedback
cooling of an ultrasoft silicon cantilever to below 5 mK
starting from a base temperature as high as 4.2 K. Starting
from this temperature, the vibrational mode of the oscil-
lator is cooled near the level of the measurement noise,
which sets a fundamental limit on the cooling capacity of
feedback damping [7,14]. In the future, minimizing such
noise may be key to achieving single-digit mode occupa-
tion numbers.

We study the fundamental mechanical mode of two
120# 3# 0:1-!m single-crystal Si cantilevers of the
type shown in Fig. 1(b). The ends of the levers are designed
with a 2# 15-!m mass which serves to suppress the
motion of flexural modes above the fundamental [15].
Cantilevers 1 and 2 have resonant frequencies of 3.9 and
2.6 kHz, respectively, due to the difference in mass of the
samples which have been glued to their ends. The sample
on cantilever 1 is a 0:1-!m3 particle of SmCo while the
sample on cantilever 2 is a 50-!m3 particle of CaF2
crystal. Both samples are not related to the work presented
here aside from the added mass which they contribute. The
oscillators’ spring constants are both determined to be k $
86 !N=m through measurements of their thermal noise
spectra at several different base temperatures. Each canti-
lever is mounted in a vacuum chamber (pressure <1#

10"6 torr) at the bottom of a dilution refrigerator which has
been isolated from environmental vibrations. The motion
of the lever is detected using laser light focused onto a
10-!m-wide paddle near the mass-loaded end and re-
flected back into an optical fiber interferometer [16]. One
hundred nW of light are incident on the lever from a
temperature-tuned 1550-nm distributed feedback laser di-
ode [17]. The interferometric cantilever position signal is
sent through a differentiator circuit and a variable elec-
tronic gain stage back to a piezoelectric element which is
mechanically coupled to the cantilever, as shown schemati-
cally in Fig. 1(a). The overall bandwidth of the feedback
was limited to 300 Hz–15 kHz by bandpass filters. For
negative gain, this feedback loop has the effect of produc-
ing a damping force on the cantilever proportional to the
velocity of its oscillatory motion.

For frequencies in the vicinity of the fundamental mode
resonance, the motion of a cantilever is well approximated
by

−
( )+Γ−
=

+

µ

FIG. 1. (a) Schematic diagram of the experimental setup
and (b) scanning electron micrograph of a representative Si
cantilever.
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Resonator under time-delayed feedback control.
– As a second example, we consider a non-Markovian
dynamics governed by the time-delayed Langevin equation
[35,36]

mv̇

t

= �kx

t

+ k

0
x

t�⌧

� �v

t

+ ⇠

t

, (8)

with h⇠(t)⇠(t0)i = 2�T �(t � t

0), which describes the mo-
tion of feedback-cooled nano-mechanical resonators in the
vicinity of a their fundamental mode resonance (e.g., the
cantilever of an AFM [37]). Due to the delay ⌧ , the dissi-

pated heat Q[X,Y] =
R
t

0 dt

0 [�v
t

� ⇠

t

]v
t

0 = �
R
t

0 dt

0 [mv̇

t

+
kx

t

� k

0
x

t�⌧

]v
t

0 and the work done by the feedback force

W [X,Y] = k

0 R t

0 dt

0
x

t

0�⌧

v

t

0 = Q[X,Y] +�U(xt

,x0) also
depend on the trajectory in the time interval [�⌧, 0], which
is denoted by Y. We also define a “pseudo” entropy
production [38] ⌃[X,Y] = �Q[X,Y] + ln[p

st

(x0)/p
st

(xt)]
where � = 1/T .
By using again Fourier transforms, we obtain [31]

µ(�) = � 1

4⇡

Z 1

�1

d!

2⇡
ln[1� 4�k0�T! sin(!⌧)|�(!)|2] ,

(9)

where �(!) = [�m!

2 � i�! + k� k

0
e

i!⌧ ]�1 is the Fourier
transform of the response function of the time-delayed os-
cillator. The expression of µ(�) is then given by Eq. (??)
with �̂(!) = �(!)|

�!��

, and we are again interested in
the behavior of the system under the auxiliary hat dy-
namics to predict the possible existence of a singularity
in the characteristic functions Z

Q

(�, t), Z
W

(�, t) in � = �

and Z⌃(�̃, t) in �̃ = 1.
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Fig. 1: (Color on line) µ(�) for the time-delayed Langevin equa-
tion (8) [µ(�) is defined in (��,�+) with diverging slopes at the
boundaries]. The oscillator quality factor is Q0 =

p
mk/� =

34.2 [39] and k0/k = 0.25. Each curve corresponds to a dif-
ferent value of the delay: ⌧ = 7.6 (blue), 7.9 (red), 8.4 (green
dashed). For 7.37  ⌧  8.32, µ(�) = �/m = 1/34.2.

Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !

�1
0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
Hence, g

Q

(�) = lim
t!1 Z

Q

(�, t) exp[�µ(�)t] = 1. More-
over, by inserting Eq. (??) (or rather its extension to the
case with delay [31]) in the expression of the characteristic
function of the work, one derives that

g

W

(�) = lim
t!1

Z

W

(�, t)e�µ(�)t (10)

=

Z
dx0

p

st

(x0)

Z
dxt

e

���U(xt
,x

0)
p̂

st

(xt) ,

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P

Q

(Q) and P

W

(W ) are
asymptotically identical. On the other hand,

Z⌃(�, t)e
�µ(�)t !

Z
dx0

Z
dxt

p

st

(xt)p̂
st

(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. 1). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.

⇤ ⇤ ⇤
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cillator. The expression of µ(�) is then given by Eq. (??)
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This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
F
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Relevant control variables: gain k
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/k or delay ⌧ .

On can repeat the same analysis of heat fl interested
in the behavior of the system under the auxiliary hat dy-
namics to predict the possible existence of a singularity
in the characteristic functions Z
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and Z⌃(�̃, t) in �̃ = 1.
Fig. 2 shows the influence of the delay ⌧ on µ(�) for

a feedback-cooled resonator operating in its second stabil-
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corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !
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Fig. 1: (Color on line) µ(�) for the time-delayed Langevin equa-
tion (??) [µ(�) is defined in (��,�+) with diverging slopes
at the boundaries]. The oscillator quality factor is Q0 =p
mk/� = 34.2 [39] and k0/k = 0.25. Each curve corresponds

to a di↵erent value of the delay: ⌧ = 7.6 (blue), 7.9 (red), 8.4
(green dashed). For 7.37  ⌧  8.32, µ(�) = �/m = 1/34.2.

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
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g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
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Fig. 1: (Color on line) µ(�) for the time-delayed Langevin equa-
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(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. 1). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
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, and we are again
This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
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Fig. 2 shows the influence of the delay ⌧ on µ(�) for

a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !
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0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
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Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !
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m/k taken as the time unit). Then,
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Hence, g
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which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P
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(W ) are
asymptotically identical. On the other hand,
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as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. 1). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.
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Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.

⇤ ⇤ ⇤

M.L. R. is grateful to A. Dhar and K. Saito for stimu-
lating discussions during the workshop “New Frontiers in
Non-equilibrium Physics 2015” held at the Yukawa Insti-
tute for Theoretical Physics in Kyoto.
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Time-reversal and second-law-like inequality. –
As a second example, we consider a non-Markovian dy-
namics governed by the time-delayed Langevin equation
[35,36]

mv̇

t

= �kx

t

+ k

0
x

t�⌧

� �v

t

+
p
2�T ⇠

t

(8)

with h⇠(t)⇠(t0)i = 2�T �(t� t

0), which describes the mo-
tion of feedback-cooled nano-mechanical resonators in the
vicinity of a their fundamental mode resonance (e.g., the
cantilever of an AFM [37]). Due to the delay ⌧ , the dissi-

pated heat Q[X,Y] =
R
t

0 dt

0 [�v
t

� ⇠

t

]v
t

0 = �
R
t

0 dt

0 [mv̇

t

+
kx

t

� k

0
x

t�⌧

]v
t

0 and the work done by the feedback force

W[X,Y] = k

0 R t

0 dt

0
x

t

0�⌧

v

t

0 = Q[X,Y] +�U(xt

,x0) also
depend on the trajectory in the time interval [�⌧, 0], which
is denoted by Y. We also define a “pseudo” entropy
production [38] ⌃[X,Y] = �Q[X,Y] + ln[p

st

(x0)/p
st

(xt)]
where � = 1/T .
By using again Fourier transforms, we obtain [31]

µ(�) = � 1

4⇡

Z 1

�1

d!

2⇡
ln[1� 4�k0�T! sin(!⌧)|�(!)|2] ,

(9)

where �(!) = [�m!

2 � i�! + k� k

0
e

i!⌧ ]�1 is the Fourier
transform of the response function of the time-delayed os-
cillator. The expression of µ(�) is then given by Eq. (??)
with �̂(!) = �(!)|

�!��

, and we are again
This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
F

fb

= k

0
x(t� ⌧) reduces thermal fluctuations: T

eff

⌧ T .
Relevant control variables: gain k

0
/k or delay ⌧ .

One can repeat the same analysis and use the behavior
of the system under the auxiliary dynamics (with � ! ��)
to predict the possible existence of a singularity in the
characteristic functions of the heat or of the work done by
the feedback force at � = 1/T

µ(�) for di↵erent values of ⌧ (the oscillator quality factor
is Q0 =

p
mk/� = 34.2 and k

0
/k = 0.25).

Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !

�1
0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
Hence, g

Q

(�) = lim
t!1 Z

Q

(�, t) exp[�µ(�)t] = 1. More-
over, by inserting Eq. (??) (or rather its extension to the
case with delay [31]) in the expression of the characteristic
function of the work, one derives that

g

W

(�) = lim
t!1

Z

W

(�, t)e�µ(�)t (10)

=

Z
dx0

p

st

(x0)

Z
dxt

e

���U(xt
,x

0)
p̂

st

(xt) ,

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P

Q

(Q) and P

W

(W ) are
asymptotically identical. On the other hand,

Z⌃(�, t)e
�µ(�)t !

Z
dx0

Z
dxt

p

st

(xt)p̂
st

(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. ??). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.

⇤ ⇤ ⇤

M.L. R. is grateful to A. Dhar and K. Saito for stimu-
lating discussions during the workshop “New Frontiers in
Non-equilibrium Physics 2015” held at the Yukawa Insti-
tute for Theoretical Physics in Kyoto.
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Time reversal and second-law-like inequality. –
As a second example, we consider a non-Markovian dy-
namics governed by the time-delayed Langevin equation
[35,36]

mv̇

t

= �kx

t
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0
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t�⌧

� �v

t

+
p
2�T ⇠

t

(8)

Because of non-Markovian character of the continuous
feedback control, the operation of time reversal becomes
non trivial. In order to express the heat as log-ratio of path
probabilities, one must change ⌧ into �⌧ . This auxiliary
dynamics is acausal !

with h⇠(t)⇠(t0)i = 2�T �(t� t

0), which describes the mo-
tion of feedback-cooled nano-mechanical resonators in the
vicinity of a their fundamental mode resonance (e.g., the
cantilever of an AFM [37]). Due to the delay ⌧ , the dissi-

pated heat Q[X,Y] =
R
t

0 dt

0 [�v
t

� ⇠

t

]v
t

0 = �
R
t

0 dt

0 [mv̇

t

+
kx

t

� k

0
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t�⌧

]v
t

0 and the work done by the feedback force

W [X,Y] = k

0 R t

0 dt

0
x

t

0�⌧

v

t

0 = Q[X,Y] +�U(xt

,x0) also
depend on the trajectory in the time interval [�⌧, 0], which
is denoted by Y. We also define a “pseudo” entropy
production [38] ⌃[X,Y] = �Q[X,Y] + ln[p

st

(x0)/p
st

(xt)]
where � = 1/T .
By using again Fourier transforms, we obtain [31]

µ(�) = � 1

4⇡

Z 1

�1

d!

2⇡
ln[1� 4�k0�T! sin(!⌧)|�(!)|2] ,

(9)

where �(!) = [�m!

2 � i�! + k� k

0
e

i!⌧ ]�1 is the Fourier
transform of the response function of the time-delayed os-
cillator. The expression of µ(�) is then given by Eq. (??)
with �̂(!) = �(!)|

�!��

, and we are again
This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
F

fb

= k

0
x(t� ⌧) reduces thermal fluctuations: T

eff

⌧ T .
Relevant control variables: gain k

0
/k or delay ⌧ .

One can repeat the same analysis and use the behavior
of the system under the auxiliary dynamics (with � ! ��)
to predict the possible existence of a singularity in the
characteristic functions of the heat or of the work done by
the feedback force at � = 1/T

µ(�) for di↵erent values of ⌧ (the oscillator quality factor
is Q0 =

p
mk/� = 34.2 and k

0
/k = 0.25).

Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !

�1
0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
Hence, g

Q

(�) = lim
t!1 Z

Q

(�, t) exp[�µ(�)t] = 1. More-
over, by inserting Eq. (??) (or rather its extension to the

case with delay [31]) in the expression of the characteristic
function of the work, one derives that

g

W

(�) = lim
t!1

Z

W

(�, t)e�µ(�)t (10)

=

Z
dx0

p

st

(x0)

Z
dxt

e

���U(xt
,x

0)
p̂

st

(xt) ,

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P

Q

(Q) and P

W

(W ) are
asymptotically identical. On the other hand,

Z⌃(�, t)e
�µ(�)t !

Z
dx0

Z
dxt

p

st

(xt)p̂
st

(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. ??). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.

⇤ ⇤ ⇤

M.L. R. is grateful to A. Dhar and K. Saito for stimu-
lating discussions during the workshop “New Frontiers in
Non-equilibrium Physics 2015” held at the Yukawa Insti-
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Time reversal and second-law-like inequality. –
As a second example, we consider a non-Markovian dy-
namics governed by the time-delayed Langevin equation
[35,36]
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Because of non-Markovian character of the continuous
feedback control, the operation of time reversal becomes
non trivial. In order to express the heat as log-ratio of path
probabilities, one must change ⌧ into �⌧ . This auxiliary
dynamics is acausal !

with h⇠(t)⇠(t0)i = 2�T �(t� t

0), which describes the mo-
tion of feedback-cooled nano-mechanical resonators in the
vicinity of a their fundamental mode resonance (e.g., the
cantilever of an AFM [37]). Due to the delay ⌧ , the dissi-

pated heat Q[X,Y] =
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0 and the work done by the feedback force

W [X,Y] = k

0 R t
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0
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0 = Q[X,Y] +�U(xt

,x0) also
depend on the trajectory in the time interval [�⌧, 0], which
is denoted by Y. We also define a “pseudo” entropy
production [38] ⌃[X,Y] = �Q[X,Y] + ln[p

st

(x0)/p
st

(xt)]
where � = 1/T .
By using again Fourier transforms, we obtain [31]

µ(�) = � 1

4⇡

Z 1

�1

d!

2⇡
ln[1� 4�k0�T! sin(!⌧)|�(!)|2] ,

(9)

where �(!) = [�m!

2 � i�! + k� k

0
e

i!⌧ ]�1 is the Fourier
transform of the response function of the time-delayed os-
cillator. The expression of µ(�) is then given by Eq. (??)
with �̂(!) = �(!)|

�!��

, and we are again
This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
F

fb

= k

0
x(t� ⌧) reduces thermal fluctuations: T

eff

⌧ T .
Relevant control variables: gain k

0
/k or delay ⌧ .

One can repeat the same analysis and use the behavior
of the system under the auxiliary dynamics (with � ! ��)
to predict the possible existence of a singularity in the
characteristic functions of the heat or of the work done by
the feedback force at � = 1/T

µ(�) for di↵erent values of ⌧ (the oscillator quality factor
is Q0 =

p
mk/� = 34.2 and k

0
/k = 0.25).

Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !

�1
0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
Hence, g

Q

(�) = lim
t!1 Z

Q

(�, t) exp[�µ(�)t] = 1. More-
over, by inserting Eq. (??) (or rather its extension to the

case with delay [31]) in the expression of the characteristic
function of the work, one derives that

g

W

(�) = lim
t!1

Z

W

(�, t)e�µ(�)t (10)

=

Z
dx0
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st

(x0)
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���U(xt
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(xt) ,

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P

Q

(Q) and P

W

(W ) are
asymptotically identical. On the other hand,

Z⌃(�, t)e
�µ(�)t !

Z
dx0

Z
dxt
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st

(xt)p̂
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(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. ??). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.
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Time reversal and second-law-like inequality. –
In the stationary state, this leads to another second-law-
like inequality (see Phys. Rev. E 91, 042114 (2015)):

As a second example, we consider a non-Markovian dy-
namics governed by the time-delayed Langevin equation
[?,?]
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Because of non-Markovian character of the continuous
feedback control, the operation of time reversal becomes
non trivial. In order to express the heat as log-ratio of path
probabilities, one must change ⌧ into �⌧ . This auxiliary
dynamics is acausal !

Therefore, in this problem, one has two auxiliary dy-
namics: � ! �� and ⌧ ! �⌧ . They can be use to study
the occurrence of extreme events in di↵erent regions of the
parameter space.

with h⇠(t)⇠(t0)i = 2�T �(t� t

0), which describes the mo-
tion of feedback-cooled nano-mechanical resonators in the
vicinity of a their fundamental mode resonance (e.g., the
cantilever of an AFM [?]). Due to the delay ⌧ , the dissi-
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0 = Q[X,Y] +�U(xt

,x0) also
depend on the trajectory in the time interval [�⌧, 0], which
is denoted by Y. We also define a “pseudo” entropy
production [?] ⌃[X,Y] = �Q[X,Y] + ln[p

st

(x0)/p
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(xt)]
where � = 1/T .
By using again Fourier transforms, we obtain [?]
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2⇡
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where �(!) = [�m!
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i!⌧ ]�1 is the Fourier
transform of the response function of the time-delayed os-
cillator. The expression of µ(�) is then given by Eq. (??)
with �̂(!) = �(!)|
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, and we are again
This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
F

fb

= k

0
x(t� ⌧) reduces thermal fluctuations: T

eff

⌧ T .
Relevant control variables: gain k

0
/k or delay ⌧ .

One can repeat the same analysis and use the behavior
of the system under the auxiliary dynamics (with � ! ��)
to predict the possible existence of a singularity in the
characteristic functions of the heat or of the work done by
the feedback force at � = 1/T

µ(�) for di↵erent values of ⌧ (the oscillator quality factor
is Q0 =

p
mk/� = 34.2 and k

0
/k = 0.25).

Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second sta-
bility lobe (see [?, ?] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [?]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !

�1
0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
Hence, g

Q

(�) = lim
t!1 Z

Q

(�, t) exp[�µ(�)t] = 1. More-
over, by inserting Eq. (??) (or rather its extension to the
case with delay [?]) in the expression of the characteristic
function of the work, one derives that

g

W

(�) = lim
t!1

Z

W

(�, t)e�µ(�)t (10)

=

Z
dx0

p

st

(x0)

Z
dxt

e

���U(xt
,x

0)
p̂

st

(xt) ,

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P

Q

(Q) and P

W

(W ) are
asymptotically identical. On the other hand,

Z⌃(�, t)e
�µ(�)t !

Z
dx0

Z
dxt

p

st

(xt)p̂
st

(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. ??). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential tail
in the LDF with I

Q

(q) = �µ(�)��q for q  �µ

0(�). (On
the other hand, we cannot conclude for g

W

(�) and g⌃(1).)
Note that � is not generically a pole of Z�U (�, t), the char-
acteristic function of�U [?]. In other words, Q = W��U
cannot be treated as the sum of two independent random
variables for very large t, with the poles attributed to �U ,
as is often done [?,?,?,?].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
strongly interacting particles, which would be interesting
to check experimentally.

⇤ ⇤ ⇤
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given by formulas similar to Eq. (??), but with µ(�)
replaced by µ(�̃[�

L

� �

R

]) [31]. From the expression of
µ(�) given above, one then readily finds for �̃ = 1 that
µ(�

L

� �

R

) = 0. As a result, g⌃(1) = 1 but g⌃m(1)
diverges, which leads to an exponential tail in the cor-
responding pdf, with I⌃m(�

m

) = ��

m

for �

m

 �h�i
st

where h�i
st

= (�
L

� �

R

)2T
L

T

R

R
d! T (!)/(4⇡) is the av-

erage entropy production rate.

Time reversal and second-law-like inequality. –
In the stationary state, this leads to another second-law-
like inequality (see Phys. Rev. E 91, 042114 (2015)):

As a second example, we consider a non-Markovian dy-
namics governed by the time-delayed Langevin equation
[35,36]

mv̇

t

= �kx

t

+ k

0
x

t�⌧

� �v

t

+
p

2�T ⇠
t

(8)

Because of non-Markovian character of the continuous
feedback control, the operation of time reversal becomes
non trivial. In order to express the heat as log-ratio of path
probabilities, one must change ⌧ into �⌧ . This auxiliary
dynamics is acausal !

With this non-Markovian dynamics, one can thus define
two auxiliary dynamics: � ! �� and ⌧ ! �⌧ . They
can be used to study the occurrence of extreme events in
di↵erent regions of the parameter space. Although the
dynamics ⌧ ! �⌧ is acausal, it can still lead to stationary
state !

with h⇠(t)⇠(t0)i = 2�T �(t� t

0), which describes the mo-
tion of feedback-cooled nano-mechanical resonators in the
vicinity of a their fundamental mode resonance (e.g., the
cantilever of an AFM [37]). Due to the delay ⌧ , the dissi-

pated heat Q[X,Y] =
R
t

0 dt

0 [�v
t

� ⇠

t

]v
t

0 = �
R
t

0 dt

0 [mv̇

t

+
kx

t

� k

0
x

t�⌧

]v
t

0 and the work done by the feedback force

W [X,Y] = k

0 R t

0 dt

0
x

t

0�⌧

v

t

0 = Q[X,Y] +�U(xt

,x0) also
depend on the trajectory in the time interval [�⌧, 0], which
is denoted by Y. We also define a “pseudo” entropy
production [38] ⌃[X,Y] = �Q[X,Y] + ln[p

st

(x0)/p
st

(xt)]
where � = 1/T .
By using again Fourier transforms, we obtain [31]

µ(�) = � 1

4⇡

Z 1

�1

d!

2⇡
ln[1� 4�k0�T! sin(!⌧)|�(!)|2] ,

(9)

where �(!) = [�m!

2 � i�! + k� k

0
e

i!⌧ ]�1 is the Fourier
transform of the response function of the time-delayed os-
cillator. The expression of µ(�) is then given by Eq. (??)
with �̂(!) = �(!)|

�!��

, and we are again
This equation faithfully describes the dynamics of nano-

mechanical resonators (e.g. the cantilever of an AFM)
used in feedback cooling (cold damping) setups. For
properly chosen values of the delay ⌧ the feedback force
F

fb

= k

0
x(t� ⌧) reduces thermal fluctuations: T

eff

⌧ T .
Relevant control variables: gain k

0
/k or delay ⌧ .

One can repeat the same analysis and use the behavior
of the system under the auxiliary dynamics (with � ! ��)
to predict the possible existence of a singularity in the
characteristic functions of the heat or of the work done by
the feedback force at � = 1/T

µ(�) for di↵erent values of ⌧ (the oscillator quality factor
is Q0 =

p
mk/� = 34.2 and k

0
/k = 0.25).

Fig. 2 shows the influence of the delay ⌧ on µ(�) for
a feedback-cooled resonator operating in its second stabil-
ity lobe (see [36, 38] for details). The quality factor Q0

corresponds to the AFM micro-cantilever used in the ex-
periments of [39]. It is found that a stationary regime
is reached with the hat dynamics for 7.37  ⌧  8.32
(with !

�1
0 =

p
m/k taken as the time unit). Then,

µ(�) = �/m as a result of the causal character of �̂(!).
Hence, g

Q

(�) = lim
t!1 Z

Q

(�, t) exp[�µ(�)t] = 1. More-
over, by inserting Eq. (??) (or rather its extension to the
case with delay [31]) in the expression of the characteristic
function of the work, one derives that

g

W

(�) = lim
t!1

Z

W

(�, t)e�µ(�)t (10)

=

Z
dx0

p

st

(x0)

Z
dxt

e

���U(xt
,x

0)
p̂

st

(xt) ,

which is numerically found to be finite. The LDF’s for
Q and W are thus simply given by the Legendre trans-
form of µ(�) and the left wings of P

Q

(Q) and P

W

(W ) are
asymptotically identical. On the other hand,

Z⌃(�, t)e
�µ(�)t !

Z
dx0

Z
dxt

p

st

(xt)p̂
st

(xt) (11)

as t ! 1, which is clearly diverging. This leads to an
exponential tail in the pdf of ⌃ with I⌃(�) = ��/m � �

for �  ��µ

0(�).
When the hat dynamics does not converge, one has

µ(�) < �/m as before (see Fig. ??). This implies that
g

Q

(�) diverges at � = �, which leads to an exponential
tail in the LDF with I

Q

(q) = �µ(�)� �q for q  �µ

0(�).
(On the other hand, we cannot conclude for g

W

(�) and
g⌃(1).) Note that � is not generically a pole of Z�U (�, t),
the characteristic function of �U [31]. In other words,
Q = W ��U cannot be treated as the sum of two inde-
pendent random variables for very large t, with the poles
attributed to �U , as is often done [8, 11, 19,40].

Concluding remarks. – These two examples illus-
trate the usefulness of the new IFT for predicting the
occurrence of extreme events associated with exponential
tails in the pdfs for the heat and related quantities. These
tails appear in the left (i.e. negative) wing of the pdfs as
in these events correspond to a large amount of heat flow-
ing to the system. Interestingly, for a given model, one
can avoid the di�cult detection of such rare events and
check instead whether the auxiliary dynamics leads to a
stationary regime or not, an easy numerical task. The
present calculations for the harmonic chain also suggest
that such tails may be absent in the case of su�ciently
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�

R

Q
R

[X] and the total entropy production ⌃[X] =
⌃

m

[X] + ln[p
st

(x0)/p

st

(xt)] where p

st

(x) is the nonequi-
librium stationary pdf.

Let P

A

(A) = h�(A[X]�A)i denote the pdf of the time-
integrated quantity A, e.g., the heat Q, where the average
is over all possible trajectories with an initial state drawn
from the stationary distribution p

st

.
As t !1, P

A

(A = at) ⇠ e

�IA(a)t+o(t), where
and Z

A

(�, t) ⌘ he��A[X]i
st

⇠ e

µA(�)t

I

A

(a) is the LDF and µ

A

(�) is the SCGF, given by
the largest eigenvalue of the appropriate Fokker-Planck
operator.

and is thus the same function for Q and any other quan-
tity that di↵ers from Q by only temporal boundary terms.
On the other hand, the pre-exponential factor depends on
the observable since it arises from an average over the ini-
tial and final states (see below for a refined analysis).

In practice, one often writes

Z

A

(�, t) ⇠ e

µA(�)t ⇠ g

A

(�)eµ(�)t

where µ(�) is obtained by neglecting temporal boundary
terms (e.g. by solving the equations of motion by Fourier
transform), and g

A

(� arises from an average over the ini-
tial and final states.

If µ(�) satisfies the symmetry µ(�) = µ(a��), the LDF
I(a), defined from the Legendre transform of µ(�), has the
“Gallavotti-Cohen” symmetry I(�a)�I(a) = ca (where c

is some constant), and P

A

(A) then obeys the “standard”
stationary-state FT

P

A

(A = at)
P

A

(A = �at)
= e

c at+o(t)

(5)

Pole in the prefactor g

Q

(�) for � = 1/T

L

(more precisely, boundary layer as t !1).
However, if the pre-exponential factor [specifically

g

Q

(�)] has a singularity (e.g. a pole) in the region of the
saddle-point integration, the leading contribution to the
large deviation function comes from the pole (i.e. it is not
the Legendre transform of µ(�)).

The “Gallavotti-Cohen symmetry” of the LDF (cf. van
Zon-Cohen 2003) is then violated and the FT has not the
“standard” form. This is due to rare (but non-negligible)
events that give rise to exponential tails in the pdf of Q.

We now show that this information can be deduced from
the IFT [Eq. (3)], at least for � = �

L

, with no need
to investigate the analytical properties of g

Q

(�), whose
expression is quite involved [27] except for N = 1 [32].

The IFT he��LQLi
st

= e

�L
m t implies that µ

Q

(�
L

) =
�

L

/m. Therefore, one could naively think that µ(�
L

) is
also equal to �

L

/m. However, this is not always true.
Why ? Because of non-negligible extreme events !
One can show that
µ(�) for N = 3 and di↵erent values of the spring con-

stant k (�
L

= 0.2, �

R

= 1, T

L

= 1, T

R

= 1.2).

Each curve corresponds to a di↵erent value of the spring
constant k.

For k < k

c

= 0.6, µ(�
L

) < �

L

/m !
Two cases may happen:
1) k > k

c

: the auxiliary hat dynamics “converges”, i.e.,
the system reaches a steady state independent of initial
conditions. Then, the elements of the matrix �̂(!) are the
Fourier transform of bona fide causal response functions
and det �̂(!) is analytic in the upper half of the complex
!-plane.

µ(�
L

) = µ

A

(�
L

) = �

L

/m

Therefore we have a simple criterion for predicting
whether or not there is an exponential tail in the left-
wing of the pdf of the heat (i.e. Q flowing to the system),
which makes large fluctuations more likely.

(Ẇ
ext

: extracted work rate)
µ(�

L

) = µ

A

(�
L

) = �

L

/m, in agreement with the IFT.
Hence, g

Q

(�
L

) ⌘ lim
t!1 Z

Q

(�
L

, t) exp[�µ(�
L

)t] = 1.
The LDF forQ is thus simply given by the Legendre trans-
form of µ(�) and I(q) ⇠ ��+q for q ! �1, where �+ is
the right boundary of the domain of definition of µ(�) [30].

2) k < k

c

: the hat dynamics does not converge. The
elements of �̂(!) are not the Fourier transform of causal
response functions and det �̂(!) has also poles in the upper
half complex plane. Then, µ(�

L

) < �

L

/m as can be seen
in the figure.

(In this case, µ

Q

(�) is discontinuous in �

L

, with
µ

Q

(�
L

) 6= µ(�
L

) but µ

Q

(� 6= �

L

) = µ(� 6= �

L

); on the
other hand, in spite of the symmetry µ(�) = µ(�

L

� �

R

�
�), µ

Q

is continuous in ��

R

, with µ

Q

(��

R

) = µ(��

R

) =
µ(�

L

) 6= �

L

/m.) As a result,

Z

Q

(�
L

, t)e�µ(�L)t ⇠ e

[�L/m�µ(�L)]t !1 (6)

when t ! 1, which implies that g

Q

(�) diverges at � =
�

L

. Then, the leading contribution to the LDF comes
from the singularity in �

L

and I

Q

(q) = �µ(�
L

)� �

L

q for
q  �µ

0(�
L

) [33]. Note that this singularity comes from
the average over the final degrees of freedom at time t. We
also stress that the IFT tells nothing about the presence
of one (or more) other pole(s) in g

Q

(�) that is associated
with the average over the initial state and whose location
depends on the choice of p(x0). When this pole exists and
belongs to the domain of definition of µ(�), there is also
an exponential tail in the right wing of P

Q

(Q) (see [32,34]
for N = 1).

We now consider the fluctuations of the medium en-
tropy production ⌃

m

[X] and of the total entropy pro-
duction ⌃[X]. The latter satisfies the standard IFT ob-
tained by time reversal, he�⌃[X]i

st

= 1, whereas the for-
mer follows the IFT derived above, he�⌃m[X]i

st

= e

�L+�R
m t.

The corresponding auxiliary dynamics amounts to revers-
ing the sign of both �

L

and �

R

, which implies that this
dynamics never leads to a steady state [31]. In addi-
tion, the long-time behavior of the characteristic func-
tions Z⌃(�̃, t) ⌘ he��̃⌃mi

st

and Z⌃m(�̃, t) ⌘ he��̃⌃i
st

is
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FIG. 4: (Color on line) Same as Fig. 3 for ⌧ = 8.4. The
dashed blue line on the l.h.s. for q / �0.042 is the theoretical
curve e

�I

Q

(q)t obtained from Eq. (72).

tions (more precisely (1/t) lnZ
A

(�, t)) are shown in Fig.
5. Again we observe a striking di↵erence in the behavior
of these functions for ⌧ = 7.6 and ⌧ = 8.4. It is also ob-
vious that the pre-exponential factors play an essential
role.

-3 -2 -1 0 1

λ
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0.1

0.15

(1
/t)

 ln
 Z

A
(λ

,t)

-0,5 0 0,5 1

λ

0

0.01
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0.04

τ=7.6 τ=8.4

FIG. 5: (Color on line) Numerical estimates of the generating
functions Z

A

(�, t) ⇡ (1/N
S

)
P

N

S

e

��A[X,Y] for t = 100 and

N

S

= 2.106: W (black circles), Q (blue stars), and ⌃ (red
squares). The solid black line represents the theoretical SCGF
µ

W

(�) given by Eq. (59) in the interval [�
min

,�

max

] in which
this quantity is real.

Finally, we focus on the special value � = 1 and show in
Fig. 6 the numerical estimates of (1/t) lnZ

A

(1, t) in the
whole stability lobe. In other words, we investigate the
influence of the delay on the asymptotic integral fluctu-
ation relations lim

t!1(1/t) lnhe��Ai
st

. At the moment,
we just observe that the data for Q are in good agree-
ment with the theoretical value 1/Q0 (i.e �/m in real

units) predicted by Eq. (27). On the other hand, the be-
havior of the asymptotic IFT’s for W and ⌃ is non-trivial
and this evidently requires a theoretical justification.

7.2 7.4 7.6 7.8 8 8.2 8.4
τ

-0.1

-0.05

0

0.05

0.1

0.15

0.2

(1
/t)

 ln
 Z

A
(1

,t)

1/Q0

FIG. 6: (Color on line) Long-time behavior of (1/t) lnhe��Ai
st

(i.e. asymptotic integral fluctuation theorems) as a function
of ⌧ in the second stability lobe of Fig. 1. The numerical
estimates of the IFTs forW (black circles), Q (blue stars), and
⌃ (red squares) for t = 100 are compared to the theoretical
value of Ṡ

J

(solid blue line) obtained from Eq. (63). For
⌧ / 7.37 and ⌧ ' 8.32, µ

W

(1) given by Eq. (62) is equal to
Ṡ
J

, whereas it is equal to 1/Q0 (dashed red line) for 7.37 /
⌧ / 8.32. The black solid line is the extracted work rate
Ẇ

ext

/T . Note that 1/Q0 is a tighter bound to Ẇ
ext

/T than
ṠJ in the intermediate range of ⌧ .

B. Theoretical analysis

We now present a theoretical scenario that (tenta-
tively) explains the complicated behavior of the fluctua-
tions of the three observables described above. The main
challenge is to understand why W, Q, and ⌃, which only
di↵er by temporal boundary terms, behave in such a dis-
tinct manner as a function of the delay. We first fo-
cus on the work fluctuations and derive the expression of
µ
W

(�) and I
W

(w) by analyzing the long-time behavior
of Z

W

(�, t), given by Eq. (29). Our main assumption
is that the average over the initial and final conditions
(Y and x

f

) is irrelevant asymptotically. In other words,
we assume that i) one can use the Fourier transform to
compute the path integral over the trajectory X, and ii)
there are no singularities in the pre-exponential factor
g
W

(�). The study of the fluctuations of Q and ⌃ is more
delicate, and our analysis will be inspired by the exact re-
sults available of the small-⌧ limit reported in Appendix
A.
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FIG. 1: (Color on line) Stability diagram of the feedback-
controlled oscillator for Q0 = 34.2. The oscillator becomes
unstable inside the shaded regions. The acausal response
function e�(s) has all its poles located in the r.h.s. of the
complex s-plane inside the regions delimited by the dashed
red lines and two poles in the l.h.s. outside these regions.

will reveal a remarkable connection with the dynamical
behavior of the acausal Langevin equation (18).

Noise realizations
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W
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2

4
τ=7.6 τ=8.4

FIG. 2: (Color on line) Stochastic fluctuations of W[X,Y]
(solid black line), Q[X,Y] (dotted blue line), and ⌃[X,Y]
(dashed red line) for Q0 = 34.2 g/Q0 = 0.25, ⌧ = 7.6 (left
panel) and ⌧ = 8.4 (right panel). The figure shows the re-
sults obtained with a trajectory of duration t = 100 and 75
independent noise realizations. Lines are only a guide for the
eyes.

To start with, we show in Fig. 2 an example of the
sample-to-sample fluctuations of W, Q, and ⌃ in the
second stability lobe for t = 100 (a qualitatively simi-
lar behavior is observed in the first lobe). The Langevin
equation is solved by using Heun’s method[91] with a
time-step �t = 5.10�4.

As expected, the fluctuations of the three observables
are strongly correlated. However, despite the long du-
ration of the observed trajectory, the boundary terms
(which are non-extensive in time) are still not negligible.
The most striking feature is that they contribute di↵er-
ently to the observables depending on the value of ⌧ : for
⌧ = 7.6, the quantity that exhibits the largest fluctua-
tions is ⌃, whereas it is Q for ⌧ = 8.4. Note that the sys-
tem operates in the feedback cooling regime in both cases
(T

x

/T ⇡ 0.42, T
v

/T ⇡ 0.36, �Ẇ
ext

⌘ ��Ẇ ⇡ 0.019 for
⌧ = 7.6, and T

x

/T ⇡ 0.72, T
v

/T ⇡ 0.84, �Ẇ
ext

⇡ 0.005
for ⌧ = 8.4).
To get a more quantitative picture, the corresponding

probability distributions are shown in Figs. 3 and 4.

-0.15 -0,1 -0.05 0 0.05
w, q,  or σ

10-4

10-3

10-2

10-1

100

Pr
ob

ab
ili

ty
 d

is
tri

bu
tio

ns

τ=7.6

FIG. 3: (Color on line) Probability distribution functions
P

W

(W = wt), P
Q

(Q = qt), and P⌃(⌃ = �t) for Q0 = 34.2,
g/Q0 = 0.25 and ⌧ = 7.6. The duration of the trajectory is
t = 100. Points represent numerical data obtained by solv-
ing the Langevin equation (45) for 2.106 realizations of the
noise: W (black circles), Q (blue stars), and ⌃ (red squares).
The solid black line is the theoretical curve e�I

W

(w)t obtained
from Eq. (66), and the dashed black line is the semi-empirical
large-deviation form given by Eq. (69). The dashed red lines
on the l.h.s. for � / �0.048 is the theoretical curve e

�I⌃(�)t

obtained from Eq. (72).

These figures clearly confirm the remarkable feature
suggested by Fig. 2: P⌃(⌃ = �t) for ⌧ = 7.6 and
P
Q

(Q = qt) for ⌧ = 8.4 di↵ers markedly from P
W

(w =
wt). Of course, these results must be taken with a grain
of salt since it is notoriously di�cult to grasp the stochas-
tic fluctuations in the long-time limit. However, as will
be discussed later, the picture emerging from Figs. 3
and 4 is consistent with the exact analytical analysis
performed in Appendix A in the small-⌧ limit. There-
fore, we may reasonably assume that it represents the ac-
tual asymptotic behavior of the probability distributions,
which will be rationalized in subsection B (including the
di↵erences with the leading large-deviation behavior de-
fined by e�I

W

(w)t)
The corresponding estimates of the generating func-

Probability distribution functions for the heat, the 
work and the (pseudo) entropy production for two 
different values of the delay:

Heat fluctuations for underdamped Langevin dynamics
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